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           Bioethics (Re)Considered 

    Reading Trust between the Lines 

 “Housekeeping Work” and Inequality in Human-Subjects Review 

       LAURA     STARK               

   Introduction: The Housekeeping 
Work of IRB Meetings 

 Who can you trust? In everyday life, peo-
ple regularly distinguish between more 
and less trustworthy individuals.  1   In 
medical contexts, patients and research 
participants build impressions of the 
trustworthiness of caregivers and clini-
cians, and these impressions shape their 
decisions.  2 , 3   It is tempting to think that 
people in certain offi cial roles do not—
or at least should not—allow these kinds 
of impressions to affect their decisions. 
Researchers might expect that members 
of human-subjects review committees, 
for example, would  not  take informal, 
impression-based factors into account 
when evaluating investigators’ study 
protocols. After all, the tasks of board 
members are well outlined in the regu-
lations that describe and govern the work 
of human-subjects committees (known 
as institutional review boards [IRBs] in 
the United States, research ethics com-
mittees [RECs] in the United Kingdom, 
and research ethics boards [REBs] in 
Canada).  4 , 5 , 6 , 7   Trustworthiness is not an 
explicit criterion for the assessment of the 
risks of research for subjects.  8 , 9   

 Over the course of one year, I studied 
the full-board meetings of three IRBs and 
was surprised by the results: review-
board members  do  evaluate investigators’ 
trustworthiness, and these evaluations 
have tangible consequences for investiga-
tors. Board members actively search for 
signs of investigators’ trustworthiness, 
and their informal judgments grow out 
of a seemingly mundane and benign 
processes in research review—what 
board members called “housekeeping 
work.” This article documents how 
housekeeping work creates advantages 
for some investigators while disadvan-
taging others.   

 Sociological Perspectives on Trust: 
IRBs as Auditors and Trustees 

 Trust is marked by an inclination to 
accept the appearance of situations and 
the honesty of people’s statements with 
no further evidence. Social scientists tra-
ditionally believed that levels of trust 
declined in modern societies as bureau-
cracies and mass culture grew. In recent 
decades, however, theorists have recon-
sidered this understanding of trust, argu-
ing that interpersonal trust is not an 
exclusive feature of exchanges with indi-
viduals close at hand but is also a feature 
of  networks  of people.  10   

 In this vein, sociologist Anthony 
Giddens argued that modern bureau-
cracies, far from eroding trust, actually 
enable people to trust strangers and to 
overlook the uncomfortable reality that 
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on any given day the mundane activi-
ties of life could kill us.  11   People rarely 
pause to wonder whether the strangers 
who prepare and package our food, or 
maintain our cars and airplanes, are 
doing their jobs. Government systems 
and professional organizations give peo-
ple the sense that others are performing 
their due diligence and keeping the prom-
ises that service providers and bureau-
crats make to strangers. 

 To create this sense, modern institu-
tions build “audit cultures” that encour-
age people to develop techniques for 
holding one another accountable.  12   An 
emblematic practice of audit cultures is 
the performance of spot-checks: health 
inspectors turn up at restaurants and 
records monitors drop by medical 
research offi ces. In theory, the possibility 
of an audit encourages self-surveillance. 
At the same time, people’s knowledge 
that their performance will be evalu-
ated according to the standards of the 
auditors encourages people to match 
their behavior to auditors’ criteria with-
out deeper refl ection—to teach to the test, 
as it were. In many ways, IRBs exem-
plify the audit culture and its ironies. 
IRB members check up on investigators 
(or simply advertise the fact that they 
could spot-check them), thus reminding 
investigators that they are accountable 
to an organization for their actions. 

 To make sure that the standards of the 
outside auditors are met, organizations 
empower “trustees” to ensure that their 
employees are following the rules. Legal 
scholar Susan Shapiro explains that 
“many of these policing activities are 
found within trust organizations and 
institutionalized in the functions of com-
pliance offi cer (brokerage fi rms), inspec-
tor general (government agencies), fact 
checker (magazines), internal-affairs divi-
sion (policy departments), morbidity-
mortality review committee (hospital), 
quality-assurance review (public account-
ing fi rms), and the like.”  13   The specter 

of “outside” audits encourages organi-
zations to recreate those audit practices 
 within  their own structures. 

 The fates of IRB members are entwined 
with the decisions of the people they are 
auditing, which makes IRBs the trust-
ees of universities, hospitals, and other 
research organizations. They are groups 
within the organization that serve both 
to enact regulations and also to protect 
the organization from outside regulators 
by simulating, or pre-enacting, the work 
of those outside regulators.  14   IRB mem-
bers do not simply defl ect accountability 
from themselves onto researchers; board 
members are implicated in researchers’ 
poor choices. Thus, IRB members become 
all the more responsible  for  investiga-
tors’ actions after they endorse the people 
and their practices. As board members 
imagine what the future will hold for 
themselves in tandem with an investi-
gator, their biggest challenge as both 
auditors and trustees is to gauge the 
trustworthiness of the investigator.   

 Research Methods 

 This article is based on twenty interviews 
with IRB chairs at major research uni-
versities across the United States in 2003 
and 2004, and on observations of meet-
ings and interviews with members of 
three university IRBs between March 
2004 and October 2005.  15   

 For interviews with IRB chairs, I 
drew a random sample of 20 percent 
of the 151 universities ( n  = 30) catego-
rized as “doctoral/research universities—
extensive” according to the Carnegie 
Classifi cation of Higher Education, 2000 
edition. I completed 20 interviews, a 
response rate of 67 percent. Interviews 
with this national sample were used to 
get a broad view of the common issues 
and modes of operation of IRBs in the 
United States. 

 I contacted three of the IRB chairs 
whom I interviewed as part of the 
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national sample to ask whether they 
would permit long-term observation of 
their full-board meetings. These three 
IRBs were chosen because their insti-
tutions were within a day’s drive and 
because their chairs had encouraged my 
research. Using this recruitment method 
raises the possibility of selection bias, 
but the direction of this bias is likely in 
favor of boards that are well-functioning 
and open to refl ection about the way they 
made decisions. Thus, the sample over-
represents self-aware and self-critical IRB 
members, the best-case boards from 
researchers’ perspective. 

 With IRB members’ consent, I attended 
the monthly full-board meetings of two 
IRBs for one year between 2004 and 
2005 and audio-recorded most of the 
meetings. I also observed but did not 
audio-record the twice-monthly meet-
ings of one IRB at a medical school for 
fi ve months. The medical school board 
was one of several IRBs at a university 
that had additional boards for nonmed-
ical research. This IRB, referred to here 
as the Adams Medical Board, met every 
other week for three to four hours, 
during which time I took fi eld notes. 
I also interviewed 10 of the 11 regular 
members of the board, plus 1 nonvoting 
administrator. The other two IRBs I 
observed were the only boards at univer-
sities without medical schools (although 
investigators conducted vaccine trials, 
physiology studies, and other medical 
research often in cooperation with local 
clinics). In the case of the board, described 
here as Greenly IRB, members gave per-
mission to audio-record their monthly 
meetings for one year. I supplemented 
these recordings with handwritten fi eld 
notes and interviews with 11 of 14 board 
members. At the other university board, 
Sander State IRB, members granted per-
mission to audio-record their monthly 
meetings after my fi fth month with the 
board. Thus, I recorded meetings, which 
averaged just less than two hours, for the 

remainder of the year (seven months) 
and continued taking handwritten fi eld 
notes. I also interviewed the 12 regular 
members of the board over the course 
of the year. In total, my observations 
of meetings of three IRBs were supple-
mented with recorded interviews with 
34 of their members.   

 Housekeeping Work: Judging 
Investigators’ Trustworthiness 

 Conventionally, IRB members are thought 
to evaluate the  content  of study proto-
cols. Through informed consent provi-
sions, for example, board members judge 
whether researchers plan to tell par-
ticipants that they will be studied and 
whether researchers intend to share all 
of the information that might be rele-
vant to people as they decide whether 
to enroll. IRB members also consider the 
quality of investigators’ research design 
and the value of potential fi ndings. In 
addition, IRB members—especially those 
in administrative roles—ask whether 
investigators are following the nuts and 
bolts of national regulations and local 
policies. Taken together, these practices 
map onto legal requirements for human-
subjects protections and onto ethical 
imperatives such as autonomy, benefi -
cence, and justice.  16   

 Yet IRB members look for more than 
content in documents: they also use 
documents to judge the investigator’s 
overall precision and carefulness. Board 
members do this because their approval 
of a given study is also a tacit statement 
that they—the legal trustees of the 
institution—believe that investigators 
will carry out studies in the way they 
describe. The IRB is not only evaluating 
investigators but also being evaluated by 
the federal government based on how 
their researchers conduct themselves 
going forward. 

 As a result, IRB members develop tech-
niques to gauge the trustworthiness of 
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investigators. What many IRB members 
called “housekeeping work” involved 
using the documents that investiga-
tors submitted—such as consent forms 
and study protocols—to generate an 
impression of investigators’ careful-
ness and credibility, to use as a mea-
sure of the investigators’ trustworthiness 
in future interactions with research par-
ticipants. When board members made 
housekeeping comments, they que-
ried aspects of an investigator’s appli-
cation that would not directly affect 
the research plan or the ability of 
potential subjects to decide whether to 
enroll in a study. They corrected typo-
graphical errors, discussed investiga-
tors’ formatting problems, and praised 
elegant-looking materials. In one meet-
ing at Sander State, a physiologist serv-
ing on the board explained that he 
wanted to ask “a trivial question.” 
The word “lit” appeared in the appli-
cation, and the physiologist asked, in 
light of the grammatical context, “What 
does this [lit] mean?” Other board 
members had the same question. The 
investigator clarifi ed that the word 
should have read “list,” remarking, “It’s 
a typo!” 

 Housekeeping work was indispens-
able for IRB members, even when their 
edits had no effect on the study design 
or participants’ understanding of the 
research. Board members used the appar-
ent degree of care taken in submitting a 
tidy application as a proxy for an inves-
tigator’s self-discipline and fastidious-
ness. For example, during one meeting 
of the Greenly IRB, a board member, 
Dr. M, criticized an application at length 
after pointing out that the researcher 
misspelled “principal” in the subject 
heading of his protocol. I had sched-
uled an interview with Dr. M after the 
meeting, and I asked how he went 
about reviewing protocols. Among other 
things, he looked for “misspellings” 
and other “editorial things” that “bother 

me” because such shortcomings dem-
onstrated that the investigator had “a 
lack of attention to detail.” 

 Dr. M was looking at the mechanics 
of the documents, not simply their con-
tent. He read the documents for infor-
mation about the study, but also for 
information about the quality of the 
researchers—two separate targets of 
evaluation. As he explained, an inves-
tigator’s housekeeping mistakes “colors 
the impression of the reviewer imme-
diately” because it provides evidence 
that “this is a person who’s not care-
ful enough to make sure that the word 
is spelled right.” 

 Sloppy proposals, in Dr. M’s view, 
were written by sloppy investigators, 
who had the potential to threaten the 
well-being of research participants. For 
Dr. M, “if [a researcher’s] attention to 
detail is not suffi cient to know that in 
the major heading the words aren’t 
spelled right, I’m worried about [other 
things as well]. Do I have to read this 
thing carefully enough to make sure 
that all the doses, for example, are 
correct, that they’ve written the pro-
tocol correctly?” As a result, Dr. M 
and others like him would be primed 
to wonder, “Where else is it sloppy? 
[Does the researcher really mean] four 
micrograms of nitroglycerin instead of 
point-four or four hundred micrograms 
of nitroglycerin? How careful do I have 
to be?” By this logic, a typo in a clinical-
study application might fl ag other errors 
with drug dosages and interactions. 

 Similarly, a historian on the Sander 
IRB described herself as “a stickler for 
detail” in protocol reviews. In addition 
to issues of confi dentiality, she was par-
ticularly attuned to “any inconsistency 
in the protocols, any of the specifi cs.” She 
explained:

  If it is an excessively sloppy proposal, 
I’m going to be more questioning about 
it. Even if the researcher thinks [the 
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study] is potentially valuable, I do 
think they should be made to take 
care, take the time, get it right. . . . 
I would be prejudiced against it if it is 
full of typos, inconsistencies, factual 
errors that would make me doubt. I’d 
be questioning about the ability of the 
researcher.  

  This interviewee indicated how board 
members could interpret a researcher’s 
apparent inattention to detail in docu-
ments as a measure of more general 
professional weaknesses. 

 For the IRBs, a researcher’s good or 
bad housekeeping of documents spe-
cifi cally suggested the amount of care 
and supervision she would direct toward 
the proposed study in the future. One 
IRB chair in the national sample explained 
how it is evident in an IRB application 
if an investigator has a general work 
style that involves impatience or care-
lessness. The board had received sev-
eral seemingly rushed applications, 
which board members read as a “lack 
of oversight by some researchers.” Yet 
the IRBs’ efforts to clean up these 
applications were not only unrewarded, 
he felt, but actually counterproductive, 
because their housekeeping efforts gave 
investigators the sense that “we are a 
mindless bureaucracy that is just cre-
ating problems for them.” This was not 
the case, of course: IRB members felt 
they were doing the important work 
of both ensuring against consequential 
mistakes and developing an overarch-
ing sense of the reliability of the investi-
gator in whom they were trusting. 

 Other board members said that the 
care with which documents were pre-
pared was a refl ection of the quality of 
an investigator’s overall study man-
agement. At Adams Medical, a clinician 
on the IRB explained, “The PI [primary 
investigator] has to sign off on every-
thing in [the electronic submission 
system]. They have to approve it.” As a 

result, an untidy proposal suggested 
that the investigator either was (and 
therefore is) careless or was (and there-
fore is) a poor supervisor. Board mem-
bers at Adams Medical expected the 
materials to be drafted by nurses and 
technicians in relatively low-wage posi-
tions who had little experience and 
needed to be trained. Nonetheless, he 
explained, “It’s always been very clear 
to me whether the PI actually looked [at 
the documents] or didn’t because some-
times the responses to the questions the 
IRB might write [to the investigator], 
or the way [investigator’s] responses 
are phrased, are completely off base. 
Or they’re not written in English, lit-
erally, or they’re fl ippant, or just eva-
sive.” He continued, “You just see a 
lack of supervision, and that to me is 
a red fl ag. Then you get concerned 
that the patients are at risk. It’s not 
just administrative. It’s that they really 
don’t know what’s going on with the 
patients on those trials.” To IRB mem-
bers, untidy documents suggested a 
dangerous future for research partici-
pants, the investigator, and the IRB itself 
as a trustee of the institution. 

 Although critics of IRBs often describe 
boards in opposition to investigators, IRB 
members saw an investigator’s actions 
as refl ections of the board’s legal and 
ethical integrity. In practical terms this 
manifested itself in IRB members’ wor-
ries that federal regulators would cite or 
shut down research at their institutions 
because of an investigator’s protocol 
violation. Investigators’ paperwork took 
on a layer of importance because, as one 
board chair explained to me, unkempt 
documents might indicate “the PI trusts 
the research assistant to do things as 
per the protocol and doesn’t check up.” 
The IRB’s literal reading of the trust-
worthiness of an investigator in the 
PI’s paperwork could prevent “protocol 
violations and things like that [because 
the documents show that] the researcher 
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is getting too busy to pay attention to 
the details.” At Sander State, one board 
member caught a typo in the applica-
tion that would have caused such a 
problem. The investigator had mistyped 
one digit of a number, which had been 
the age of inclusion for research partici-
pants. (He typed “28” instead of “18.”) 
Had the typo gone through, investigators 
could have been cited for protocol viola-
tions for all of the participants they 
enrolled between the ages of 18 and 28. 

 IRB members invest energy in judging 
investigators’ precision precisely because 
members cannot oversee all studies 
as they are carried out. In the process 
of review, IRB members are deciding 
whether to wager (perhaps lives and 
certainly the legal fees of their institu-
tion) that an investigator will act care-
fully in the future. When board members 
are skeptical, they intervene in a research-
er’s work, for example, by requiring the 
investigator to report to the board ear-
lier than legally required, or by asking 
investigators to fi le preliminary data with 
the board. Alternatively, board members 
might select the study for audit. An IRB 
chair at one top U.S. research institution 
explained:

  We have a subgroup of the board that 
actually goes and physically audits 
what is done. So we do three or four a 
year. We’ll pick certain protocols that 
we want to have audited and they’ll 
go out and actually see how it was 
done, and whether it was carried out 
appropriately. It’s not that we don’t 
trust everybody. It’s just a good expe-
rience for all concerned.  

  Some would disagree with this chair’s 
view that auditing is good for all involved. 
Legal scholar Mark Hall argues that in 
the case of physician oversight, surveil-
lance paradoxically creates mistrust even 
though the aim is to demonstrate com-
pliance with rules and evidence of good 
behavior.  17   

 In the preceding interview with the 
IRB chair, I followed up by asking how 
he selected the studies to be audited. 
“Well that’s an interesting question,” he 
replied. “The full board usually dis-
cusses protocols we’ve looked at that 
we think would be good ones to look 
at again, as far as: Is there anyone that 
was denied and now subsequently 
has gotten approval?” IRB members’ 
initial suspicions about a proposal ripple 
through the IRB relationship. “It’s not 
meant to be a punitive audit,” he assured 
me, “It’s just an audit to see how things 
are done.” It was, in other words, sur-
veillance in action. 

 When IRB members read an applica-
tion that required a good deal of house-
keeping work, they often came to think 
of the investigator as having a fl awed 
character (however minor) and not sim-
ply a fl awed application. Subsequently, 
these investigators received closer scru-
tiny than others. As trustees of institu-
tions, board members tried to prevent 
the consequences of investigators’ future 
carelessness and poor supervision from 
manifesting itself in the research itself.   

 Who Is at a Disadvantage because of 
Housekeeping Work? 

 In the United States today, fewer than 
9 percent of IRBs invite investigators to 
attend meetings, and historically this 
number has been low. In 1978, a quarter 
of IRBs reported that investigators always 
attended meetings at which their pro-
posals were discussed.  18   Twenty years 
later, approximately one-third of inves-
tigators attended meetings. This 1998 
survey found that 42 percent of low-
volume IRBs and 17 percent of high-
volume IRBs “routinely encouraged [PIs] 
to attend the meetings or to be reach-
able by telephone.”  19   Yet the invitations 
were rarely accepted. In low-volume 
boards, the study found, 22 percent of 
investigators “attended meetings or were 
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on call only when requested”; this was 
true of 41 percent of investigators in the 
case of high-volume boards. Historical 
data show that IRBs today are less likely 
than they were a few decades ago to 
invite investigators to the review of their 
protocols. 

 When investigators do attend meet-
ings, they provide IRB members with 
a layer of information that is intangi-
ble and ephemeral. In the meetings I 
observed, board members sometimes 
solved problems quickly and with good 
will when investigators attended the 
meetings. For example, at one meeting 
in which the investigator was present, 
board members questioned the investi-
gator about his application, which was 
riddled with typos:
   

   Nigel (humanities professor): I have a 
linguistic curiosity here. On page two 
in the middle it says “AIM is a racial 
and surreal.”  
  IRB members: (Eighteen seconds of 
laughter and jokes.)  
  Nigel: Wrong expression? Is that what 
you meant?   
  Investigator: I meant “socio-economic.”  
  Owen: Spell check apparently liked it!  
  IRB members: (Five seconds of 
laughter.)   

   
  With the investigator present, IRB mem-
bers laughed, commiserated, and, fi nally, 
trusted the investigator. The IRB approved 
the proposal, typos and all. 

 Yet face-to-face meetings did not always 
reassure board members of investiga-
tors’ trustworthiness. Often the type of 
investigator who appears trustworthy 
to IRB members resembles members of 
their social networks. The race, class, and 
gender composition of those who are 
selected to serve on IRBs (mostly white 
men as of 2002)  20   seem to pattern IRBs’ 
evaluations of investigators.  21   

 In the IRB meetings I observed, the 
presence of investigators did not always 
encourage more legitimate grounds of 

evaluation. For example, in one meeting 
a Korean woman attended the review 
of a study on which she was collaborat-
ing with two senior colleagues. She had 
attended the previous meeting, in which 
the board asked her to resubmit the 
application and consent documents. 
On her second visit, however, she still 
had not satisfi ed IRB members. “She 
revised it according to what we asked 
her to do before,” the board adminis-
trator remarked, but somehow “I don’t 
think she hit all the targets.” Others 
agreed. 

 The root of the problem, they felt, 
after seeing her in person, was that 
she did not understand English well 
enough. As one board member stated, 
“I don’t think she understands even 
what we’re saying. I really don’t.” For 
some IRB members, her status as a junior 
faculty member and a minority seemed 
inextricable from their legitimate con-
cern about language skills and thus her 
ability to conduct the study. The com-
munity member tried to address the 
issue head-on with tact and “without 
denigrating her intelligence.” He likened 
his reading of the investigator’s docu-
ments to reading a bad translation of a 
classic novel. The crux of the problem, 
he explained to other members at the 
meeting, was that “her native tongue is 
Korean, which is a long, long way from 
English.” He used his role as a commu-
nity member on the board (he was a 
white retired minister) to claim that 
because this investigator was a nonna-
tive English speaker, participants would 
not be safeguarded from research risks, 
even though two senior investigators 
were collaborating on the study: “What 
I’m saying is that I don’t think she appre-
ciates the difference between what’s 
intrusive and what isn’t intrusive, sim-
ply because she’s operating outside of 
her frame of reference.” 

 The chair agreed with the commu-
nity member’s suggestion that the IRB 
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should tell her collaborators about the 
problems they had working with her. 
He felt that “there’s no harm, and in fact, 
it may be positive to keep the other two 
investigators informed because they are 
listed as investigators, too.” Not every-
one agreed. “I think that’s problematic,” 
the female administrator commented. 
(“Really?” the community member 
replied.) Another woman on the board, 
an exercise physiologist, explained, “It’s 
not like she’s their graduate student.” 
But the chair persisted, saying, reveal-
ingly, “But in a sense they’re being 
reviewed here.” In effect, the board mem-
bers were making and dismantling inves-
tigators’ local reputations. 

 A 2008 study examined how the 
reviews of one IRB changed when inves-
tigators were invited to attend meetings. 
When investigators came to meetings, 
the IRB took fewer days to give a fi nal 
decision about a protocol and required 
fewer meetings to come to an agree-
ment.  22   This study suggests that face-
to-face interactions make reviews more 
effi cient by speeding time to approval, 
even though in-person meetings early 
in the review process were more time 
consuming for investigators. 

 It is hard to disagree with greater effi -
ciency, and it is likely that face-to-face 
meetings streamline housekeeping work 
by enabling investigators and board 
members to talk through typos. Without 
investigators present, IRB members must 
use proxies—most often documents—
to gauge the trustworthiness of research-
ers. The effi ciency of in-person meetings 
could be attributed to a reduced chance 
of mistaken impressions and to greater 
trust in investigators—but, as my evi-
dence shows, this holds only for some 
kinds of investigators. Those who spoke 
more easily with the IRB tended to have 
the fl aws in their application documents 
glossed over, although the errors might 
have been interpreted as a sign of a 
deeper weakness in the investigators had 

they not been socially and linguistically 
fl uent. Investigators who did not share 
the dominant language of IRB members 
(English, in my cases) generated mis-
trust and suffered the consequences—
potential audits and reputational damage 
among colleagues—because they both 
made grammatical mistakes and proof-
reading errors  in English  that were inter-
preted as weaknesses for an investigator 
and then fell short in repairing their 
documents’ fl aws in conversation with 
board members.   

 Conclusion: How Do We Trust? 

 My study of IRB meetings documents 
that trust is located and generated within 
specifi c social contexts. Building on this 
point, my empirical fi ndings suggest that 
the puzzle of trust is best pieced together 
not by asking “ who  do we trust?” but by 
asking “ how  do we trust?” In other words, 
what tools and techniques do people 
use to determine trustworthiness within 
a given social setting? In the case of IRBs, 
housekeeping work is an important vehi-
cle for assessing trustworthiness. 

 IRBs must assess protocols according 
to the criteria of 45 CFR 46, but the 
methods used to interpret these regu-
lations emerge as IRB members work 
together to reach decisions. In order to 
understand and improve the way IRBs 
work to protect human subjects, it is 
important to consider how these second-
ary rules emerge and how they shape IRB 
decisions. The fi nding that housekeep-
ing work advantages native-language 
speakers is worrisome, especially given 
the increase in language communities 
involved in transnational research pro-
tocols and in domestic studies. 

 The federal government of the United 
States is in the process of overhauling 
regulations governing research. The 
most effective reforms would shift 
the practices of deliberation and open 
the review process to new groups, 
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including language experts or mem-
bers of new language communities. 

 As this article showed, housekeeping 
work is a technique for assessing trust 
that hides in plain sight. It may seem to 
be a silly, even embarrassing, part of a 
day’s responsibilities. Yet by using the 
paperwork that investigators complete 
and assemble, IRB members evaluate 
the people behind the paper. When inves-
tigators were not present in the fl esh, the 
stewards of public trust used documents 
as tools to assess trustworthiness. IRB 
members judged the quality and charac-
ter of investigators by the cleanness and 
correctness of the documents they sub-
mitted. Whether revealed in a text or 
regarded across a conference table, IRB 
members’ judgments rested on what they 
took to be evidence of investigators’ char-
acter and the future safety of research 
participants and their organization.    

  Notes 

     1.      Buchan N, Croson R, Dawes R. Swift neigh-
bors and persistent strangers: A cross-cultural 
investigation of trust and reciprocity in social 
exchange.  American Journal of Sociology  2002;
108:182.  

     2.      Stepanikova1 I, Mollborn S, Cook K, Thom D, 
Kramer R. Patients’ race, ethnicity, language, 
and trust in a physician.  Journal of Health and 
Social Behavior  2006;47(4):390–405.  

     3.      Corbie-Smith G, Thomas SB, Williams MV, 
Moody-Ayers S. Attitudes and beliefs of African 
Americans toward participation in medical 
research.  Journal of General Internal Medicine  
1999;14(9):537–46.  

     4.      U.S. Code of Federal Regulations, Title 45 
(Public Welfare) Department of Health and 
Human Services, Part 46 “Protection of Human 
Subjects,” revised 15 Jan 2009.  

     5.      Stark L, Hedgcoe A. A practical guide to research 
ethics. In: Bourgeault IL, DeVries R, Dingwall R, 
eds.  The Sage Handbook of Qualitative Methods in 
Health Research . New York: Sage; 2010.  

     6.      Heimer C, Petty J. Bureaucratic ethics: IRBs 
and the legal regulation of human subjects 
research.  Annual Review of Law and Social Science  
2010;6:601–26.  

     7.      Murphy E, Dingwall R. Informed consent, 
anticipatory regulation and ethnographic prac-
tice.  Social Science & Medicine  2007;65:2223–34.  

     8.      Brown PR, Alaszewski A, Swift T, Nordin A. 
Actions speak louder than words: The embodi-
ment of trust by healthcare professionals in 
gynae-oncology.  Sociology of Health & Illness  
2011;33:280–95.  

     9.      Hedgecoe A. Trust and regulatory organi-
sations: The role of local knowledge and face-
work in research ethics review.  Social Studies 
of Science  2012;42(5):662–83.  

     10.      Tilly C.  Trust and Rule . New York: Cambridge 
University Press; 2005.  

     11.      Giddens A.  The Consequences of Modernity . 
Cambridge: Polity; 1990.  

     12.      Power M.  Audit Society: Rituals of Verifi cation . 
Oxford: Oxford University Press; 1997.  

     13.      Shapiro S. The social control of impersonal 
trust.  American Journal of Sociology  1987;93(3):
623–58, at 641.  

     14.      Hoffman SG. Simulation as a social process 
in organizations.  Sociology Compass  2007;1(2):
613–36.  

     15.      Stark L.  Behind Closed Doors: IRBs and the Making 
of Ethical Research . Chicago: Chicago University 
Press; 2012.  

     16.      National Commission for the Protection of 
Human Subjects of Biomedical and Behavioral 
Research.  The Belmont Report: Ethical Principles 
and Guidelines for the Protection of Human Subjects 
of Research . Washington, DC: DHEW; 1979.  

     17.      Hall M. The importance of trust for ethics, 
law, and public policy.  Cambridge Quarterly of 
Healthcare Ethics  2005;14:156–67.  

     18.      The National Commission for the Protection of 
Human Subjects of Biomedical and Behavioral 
Research. Appendix to report and recommen-
dations: Institutional review boards. In:  Ethical 
Principles and Guidelines for the Protection of 
Human Subjects of Research . Washington, DC: 
Department of Health, Education and Welfare; 
1978 available at  http://www.hhs.gov/ohrp/
policy/belmont.html  (last accessed 11 June 
2013).  

     19.      Bell J, Whiton J, Connelly S.  Final Report: 
Evaluation of NIH Implementation of Section 491 
of the Public Health Service Act, Mandating 
a Program of Protection for Research Subjects . 
Arlington, VA: James Bell; 1998, at 37.  

     20.      DeVries RG, Forsberg CP. What do IRBs look 
like? What kind of support do they receive? 
 Accountability in Research: Policies and Quality 
Assurance  2002;9(3–4):199–216.  

     21.      Candilis PJ, Lidz CW, Appelbaum PS, Arnold 
RM, Gardner W, Myers S, et al. The silent 
majority: Who speaks at IRB meetings?  IRB: 
Ethics & Human Research  2012;34(4):15–20.  

     22.      Taylor H, Currie P, Kass N. A study to evalu-
ate the effect of investigator attendance on the 
effi ciency of IRB review.  IRB: Ethics & Human 
Research  2008;30(1):1–5.    


