
determining whether or not a molecule will bind to a target. We have improved 
upon the descriptor functions used traditionally by creating versions that have 
the ability to mix multiple properties. These “paired property descriptors” have 
significantly greater descriptive power, which allows for greater prediction ac-
curacy for QSAR models. This ultimately aids the process of drug discovery.

MATERIALS AND METHODS. 

Dataset.

In order to determine the usefulness of the new descriptor function class, a 
biologically significant HTS dataset was selected from the publically available 
PubChem database [5].This dataset had a unique target protein, for which the 
biologically active and biologically inactive molecules within the dataset had 
been experimentally determined. The dataset chosen was Assay ID (AID) 891, 
containing 9379 compounds, of which 1623 are active, 6335 are inactive, and 
1640 are inconclusive. The target protein was Cytochrome P450 2D6, which is 
involved in the metabolism and biotransformation of xenobiotics. It is impor-
tant in drug discovery primarily for its role in drug metabolism [4], [6], [7].

Novel Paired Descriptor Functions.

a) 2D Autocorrelation

2D Autocorrelation is a descriptor function which uses the topological distance 
(or spatial lag) between pairwise atoms, and represents these distances with the 
product of two properties. This method represents the molecule as a graph with 
atoms at the vertices and bonds as the edges. The topological distance between 
a pair of atoms is then defined as the smallest number of interconnecting bonds 
between the two atoms [5].

The 2D Autocorrelation function then sums the property products of all pairs 
of atoms located at a certain topological distance from each other and returns 
this value as the element of the vector with the index corresponding to the 
topological distance. 2D Autocorrelation measures not only the relationships 
between properties, but also the strength of these relationships. The vector gen-
erated by this descriptor category bins the topological distances into one-bond 
intervals, where the vector element with the index contains , where and are the 
atom property values of atoms and respectively, and is the Dirac-delta function 
given by 

Equation 1	

Thus, only the atom pairs of the desired topological distance are included in the 
property product sum in that element of the resulting vector [8], [9]. 

b) 3D Autocorrelation

3D Autocorrelation is similar to its 2D counterpart, with the major difference 
being that topological distance is replaced with Euclidean distance. A param-
eter is chosen for the length of the distance bins to be used in the vector, and 
each value in the vector is divided by the number of unique distances in that 
bin. Thus, the vector element in the 3D Autocorrelation vector with index is 
given by Equation 2.

ABSTRACT. One of the major challenges that we face today is the discov-
ery of new and better therapeutics. Pharmaceutical companies and aca-
demic institutions screen libraries of thousands of compounds for possible 
drug candidates in a process called high throughput screening (HTS). This 
method runs assays on each compound in the library to see which ones 
have a desired biological activity that might be beneficial for treatment of 
a disease. However, HTS is cost- and time- intensive [1]. To improve effi-
ciency of HTS, methods have been developed in the field of computational 
chemistry, which predict the activity of a molecule based on its structure 
using Quantitative Structure Activity Relationships (QSAR). A machine 
learning model is trained to understand the complex relationship between 
molecular structure and biological activity. Eventually it can predict the 
activity of untested molecules. Previous research has demonstrated the 
success of this approach leading to the discovery of new biologically active 
compounds. The algorithms used in this approach utilize descriptor func-
tions, which are tools that mathematically describe the constitution, con-
figuration, and conformation of molecules. Here we present a novel class of 
descriptor functions that significantly improves the performance of these 
QSAR models.

INTRODUCTION. 

As we move into a new century, we increasingly rely on technology to solve 
many of the world’s major problems. One of these problems is the discovery 
of not only novel drugs to treat rare or neglected diseases, but also drugs for 
major diseases that are more efficient than those currently on the market. This 
is presently accomplished through HTS, the brute force screening of all com-
pounds in a chemical library utilizing robotics in an attempt to find the few that 
have a desired biological activity, such as the ability to bind to a certain protein. 
However, this method can be inefficient if molecules are not prioritized. Cost 
increases linearly with the number of compounds screened making HTS time- 
and resource-intense.

To address this problem, methods have been developed in the field of com-
putational chemistry, which predict structure-activity relationships. These 
Quantitative Structure Activity Relationship (QSAR) models correlate the 
non-linear, highly complex relationship between the structural properties of a 
molecule with its biological activity. 

For example, research by Mueller et al. [1] has shown that this process is not 
only feasible, but also a powerful method that has the capability of discover-
ing active molecules with a novel structure. Thus, these machine learning tech-
niques can find molecules that were previously not considered to possess the 
desired activity.

A critical factor for achieving efficiency of QSAR models is the ability to encode 
the constitution, configuration, and conformation of molecules mathematically 
leveraging “descriptor functions”. An improvement of molecule descriptors is 
one important avenue to improve QSAR models and therefore a major area of 
research in the field of computational chemistry [1–4].

The goal of this project is to improve the mathematical description of molecules 
through the implementation of a novel class of molecular descriptors. This new 
class of descriptors will allow for the encoding of more diverse molecular rela-
tionships, such as how different properties among separate regions of a mol-
ecule correlate with the observed biological activity. This can be critical when 
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BRIEF. Here we present an improvement in the mathematical description of the constitution and configuration of molecules. 



Equation 2	

Here, and are defined similarly as in 2D Autocorrelation, and is the number of 
unique distance occurring in the distance interval defined by . As this is a mea-
sure of continuous rather than discrete data, 3D Autocorrelation is an improve-
ment over 2D Autocorrelation. Additionally, 3D Autocorrelation has the ability 
to encode the physicochemical distribution of properties within the molecule 
[10]. 

c) Radial Distribution Function (RDF) 

The highest resolution descriptor considered in this study is the property-
weighted Radial Distribution Function (RDF). RDFs weight the property 
products of pairs of atoms with a Gaussian probability distribution function. 
RDFs represent the shape and structure of a molecule by combining the fre-
quencies of all pairwise distances between atoms and weighting the property 
products of all pairs of atoms and the frequency distribution based on distance 
to that element of the RDF vector. Thus, the element of the vector with index 
is given by Equation 3.

Equation 3	

In this equation, and are the atomic properties, is a temperature-dependent con-
stant that is a measure of smoothness, and is the mathematical constant [10].

Artificial Neural Networks and QSAR.

Machine learning techniques use the descriptor function values derived from 
the molecules in the dataset to generate a QSAR, which can then be used to 
predict molecular bioactivity. The machine learning technique used in this proj-
ect was the Artificial Neural Network (ANN), whose structure is described in 
Figure 1. The ANN contains an input layer (a) where descriptors of a molecule 
are provided. The hidden layer (b) finds the complex, nonlinear relationships 
between the structure encoded by these descriptors and the biological activ-
ity of the molecules using a QSAR. The output layer (c) outputs the predicted 
activity. The ANN trains on 90% of the dataset to generate the QSAR model. 
The ANN is then tested on the independent 10% portion of the dataset to de-
termine its prediction accuracy. The QSAR model is developed when the ANN 
is being trained by relating biological activity to the chemical descriptors of 
the initial 90% of the dataset. For this reason, the mathematical description of 
the molecules is pivotal, as it can significantly affect the quality if the resulting 
QSAR model. This then affects the functional predictions of the molecules of 
interest. An ANN was trained with and without the novel paired descriptors for 
comparison. [11–13]

Figure 1. Schematic of Artificial Neural Network. (a) The input layer consists 
of the information given to the ANN, such as descriptor vectors of a portion of 
the dataset. (b) The hidden layer is the layer that utilizes QSAR to determine 
activity. (c) The output layer combines the nodes in the hidden layer to predict 
a final activity value of the molecule [11-13].

Descriptor Selection.

In order to minimize the noise when building the model, it is necessary to 
choose an optimal subset of descriptors. This reduces the total number of in-
puts, and increases the efficiency of the QSAR model. The method used to se-
lect the best set of descriptors was Information Gain (IG), which provides a 
score for each descriptor based on statistical evaluations. IG measures the order 
of randomness in a descriptor function compared to the rest of the descriptor 
category columns. Information Gain is given by Equation 4.

Equation 4	

Here, is the ith feature of the descriptors summed over all compounds in the 
active dataset. 

RESULTS.

ROC Curves.

A ROC curve is a graphical analysis tool that measures the accuracy and quality 
of a model. On the x-axis is the false positive rate, which is the rate of com-
pounds that were predicted by the model to be active, but were actually inac-
tive. On the y-axis is the true positive rate, which is the rate of molecules that 
were correctly predicted by the model to be active. The line on this graph rep-
resents a model that is untrained, such as a model that randomly predicts the 
activity of a molecule given its structure.

Quality Measures.

a) Area Under the Curve (AUC)

A more accurate model will have a ROC curve that is above the line , so that it 
may always have a higher true positive rate than the false positive rate. A quan-
tifiable measure of the ROC curve’s quality is the integral of this graph, or the 
Area under the Curve (AUC). The AUC quantifies the probability that the 
model will predict an active compound to have a higher bioactivity level than 
an inactive compound. This parameter ranges from 0 to 1, with 0 being the least 
accurate model, 0.5 being the random predictor, and 1 being a perfect model. 

b) Enrichment

The second measure of model quality and accuracy derived from the ROC 
curve is known as enrichment. Enrichment is given by Equation 5.

 Equation 5	

In this equation, TP is the true positive rate, FP is the false positive rate, P is the 
positive rate, and N is the negative rate. TP and FP are derived from the predic-
tions of the model, while P and N are derived from the original HTS experi-
ment. Enrichment is related to the initial slope of the ROC curve; as the initial 
slope increases, enrichment does so as well. Enrichment is considered to be the 
most important measure of model quality because it focuses on the region of 
the ROC curve with very low false positive rate, and in this region, the model is 
most accurate and most relevant for computational drug discovery campaigns. 



QSAR Model Performance.

Figure 2 below shows the logarithmic ROC curves generated for the AID  
891 dataset.

Figure 2. Logarithmic scale ROC curve for AID 891 Database

Table 1 displays the values and percent changes in AUC and Enrichment. 

Table 1. Objective Function Values

The results from Figure 2 and Table 1 are measures of the quality and accuracy 
of the model, and provide critical information regarding the descriptive power 
of paired property descriptors. The AUC and Enrichment describe the ability of 
the model to correctly predict the activity of the molecules. The relative change 
in these objective measures of quality between the unpaired descriptors and the 
paired property descriptors introduced in this paper reflects upon the efficiency 
and power of the new descriptor classes. We can see that there was a percent 
increase of 2.79% in AUC, and 14.3% in Enrichment.

DISCUSSION.

The goal of this project is to improve the description of molecules using a novel 
implementation of paired property descriptors that could improve QSAR mod-
eling for drug discovery. The results indicate that paired descriptors improve 
the mathematical encoding of the constitution and configuration of molecules, 
at least for the sample dataset chosen. 

To understand the results of the ROC curves, it is important to consider the 
improvements that the paired property implementation provides. The new 
implementation allows for the encoding of the correlations between two differ-
ent properties of atoms within a particular distance interval and the biological 
activity. This permits a more detailed encoding of molecular structure, so that 
the ANN could more readily learn the structure activity relationship. Similarly, 
a more detailed encoding of molecular structures provided by the paired prop-
erty descriptors led to a more effective model that explained a larger amount of 
the given data, as can be seen through AUC and Enrichment data increases of 
2.79% and 14.3%, respectively.

The results from ROC curve analysis indicate a significant improvement in 
both AUC as well as enrichment when the paired property descriptors were 
introduced to the Artificial Neural Network. The ANN was more likely to pro-
vide an active molecule with a higher score than an inactive molecule because 
the AUC and Enrichment of the new model were higher. Changes in objective 
function results surpass many similar studies in computational biology [1–4], 
[9], [14]. These improvements suggest promising applications of paired prop-
erty descriptors in the prediction of novel active molecules for treatment of 
diseases. The novel descriptors introduced in this study can identify drug hits 
with greater quality and accuracy, speeding up hit-to-lead optimization. Future 
experiments plan to extend testing of paired property descriptors to more data-
sets to understand the applicability of these novel descriptors to more diverse 
molecular libraries. It is hoped that paired property descriptors will increase the 
ability of current models to predict drug hits, and speed up the process of drug 
discovery for the treatment of diseases.
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Dataset 
ID

AUC Enrichment

symmetric paired % symmetric paired %

891 0.826 0.85 2.79 3.94 4.51 14.3


