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EDITORIAL 

VRN starts trouble and gets a makeover at 1‐year‐old 
 
The  release  of  the  inaugural  volume  of Vanderbilt  Reviews Neuroscience was widely  hailed  by  the Vanderbilt University 
Neuroscience community as a success—in some cases surprising people in regards to the quality of the work presented, and 
how the journal was constructed.  I was personally quite pleased with the results and, for the most part, how it was received. 

Its publication did, however, raise some  interesting concerns within the community that—as with any new venture—
were  difficult  to  predict.    One  of  the  first  concerns was  about  the  role  of  dissertation  advisors  in  the  authorship  and 
publication of the doctoral qualifying review articles.  It has long been the policy of the Neuroscience Graduate Program that 
the Phase I qualifying review was to be written by the student alone—with no input from the advisor.  However, when I was 
first  reformatting  these  reviews  for  the  journal,  I not only  included  the advisor’s name on publication, but also made  the 
advisor  the corresponding author.    I didn’t  think much of  this arrangement, since  it  is somewhat conventional, but  then  I 
received an email from a student questioning why his advisor was the corresponding author and not him.  At first, I made the 
mistake of feeling that this concern was trivial, but it turns out that this student was not alone.  I discussed the issue briefly 
with Mark Wallace, and decided to make students the contact for the review while leaving the advisor as the final author. 

This move  sparked  some debate among  the  faculty on  two  fronts:  first,  if  the  students were expected  to write  the 
entire review by themselves without any input from their mentors, should the advisors be listed as authors at all?  Second, is 
this  policy  of  faculty  non‐interference  even  good  for  the  program  and  its  trainees?    To  the  former  concerns,  VRN  has 
changed its policy on authorship: the reader will find that research advisors are not listed as authors in this volume.  While 
this  reflects  the situation surrounding most of  the  reviews,  I am aware of some  that were  indeed edited by  the  trainee’s 
advisor after s/he passed for the purposes of publication in this journal.  I feel that this new policy will need to be updated as 
VBI policy changes.  To the latter concern, the Vanderbilt Brain Institute and the committees advising it on the Neuroscience 
Graduate Program have begun  to  reconsider  the policy of non‐interference.   Since  I was on  the Curriculum Committee  in 
2006, I’ve been trying to argue to the powers‐that‐be that the whole point of this review is to make students better writers.  
Of course, the advisor can’t be allowed to write the review for the student, but how is the trainee supposed to learn good 
writing if those that know how to write effectively can’t critique it?  It is the view of the VRN editorial board that this policy 
needs to be changed for the good of the program and its students. 

A second major criticism of the journal was its policy on publication.  Upon founding the journal, we toyed with the 
idea of actually registering and indexing this journal and its contents so that it is searchable on PubMed and the like in order 
to instill enthusiasm among the students.  This idea was met with heavy criticism almost immediately.  As I said at the time, I 
would hope that since the details on the project have still not been worked out—even among those involved—that nobody 
would have a strong opinion one way or another.  That’s rather shooting first and asking questions later—a methodology to 
which I do not ascribe. 

A third major issue arising from the publication of the VRN was a concern for actual control of the journal.  While it was 
not my intention at all, I was the sole editor of the 2009 volume.  Understandably, more eyes on a publication are preferable.  
This  year,  two associate editors have  signed‐on  (Mariam Eapen and Caleb Doll)  to  train  for  the  top  spot.   However,  the 
concerns were  for a  lack of  faculty  intervention  in  the publication process.   The  formation of a Faculty Review Board has 
been  suggested by one of  the neuroscience  committees  to augment  the work and decisions being made by  the editorial 
board.   While  I do not object to this  idea,  it must be clear that this  journal  is to be run primarily by the trainees, and the 
Editor‐in‐Chief  must  always  be  a  trainee  for  the  following  reasons:  1.  faculty  have  a  tendency  to  make  good  ideas 
“requirements” of the program (i.e. forum, foundations, etc.) and make already established requirements more difficult; 2. 
as with most  people,  faculty  tend  to  care more  about  their  own work  than work  done  for what  they may  view  as  a 
publication  of  little  consequence.    In  contrast,  the  trainees will  always  look  to  lighten  the  load  for  fellow  students  in  a 
qualifying process that  is (whether the Program  likes to admit  it or not) already four grueling parts.   The trainees will also 
care more about this journal than the faculty because it is for many their first real publication.  This care and dedication to 
student and journal are what will keep the publication fresh and anything but “of little consequence.” 

Some changes  the  reader may  find  this year are  the  inclusion of  reviews  from various other, unpublished qualifying 
classes (2004‐07) in addition to the entire 2009 qualifying class.  This initiative was undertaken to recognize the best of what 
VRN missed  in the past.   Furthermore, the VRN website  (http://vrn.vanderbilt.edu)  is  finally up‐and‐running thanks to the 
generous efforts of Aaron Nidiffer, who also designed Mark Wallace’s  lab website and redesigned the VBI site, which was 
sorely needed.  Mr. Nidiffer also designed the logo that graces the cover of this volume. 

On a personal note,  I will be  stepping down as Editor‐in‐Chief with  the publication of  this volume.   While  I plan  to 
continue contributing to this endeavor, Mariam Eapen and Caleb Doll will take the VRN reins and keep it fresh in the years to 
come. 

 
 
 

 
C. M. Ciarleglio, Ph.D. `09 

Editor‐in‐Chief 
c.ciarleglio@vanderbilt.edu 
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(615) 936‐3736 
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Vanderbilt  Reviews Neuroscience  (VRN)  is  an  open‐access  journal  (http://vrn.vanderbilt.edu).    VRN  is  the  official  journal  of  the  Vanderbilt University 
Neuroscience Graduate  Program  and  the Vanderbilt  Brain  Institute.   VRN  is  a  collection  of  reviews  submitted  by Vanderbilt University Neuroscience 
Graduate Program students whilst qualifying for doctoral candidacy. The journal also offers highlights and commentary on work being done at Vanderbilt 
and in Neuroscience laboratories around the world.  VRN was founded in May 2009 in an effort to consolidate and recognize the hard work done by each 
class of Ph.D. qualifiers, and is published yearly by the Institute, one volume per year. 
 
Review Process 
All reviews submitted for doctoral qualification must be approved by a committee of at least four tenured or tenure‐track faculty members (Phase I).  All 
approved reviews are accepted by Vanderbilt Reviews Neuroscience. 
 
Reprints of individual articles are available from the authors or on the website (under construction).  Requests for permission to reprint material published 
in Vanderbilt Reviews Neuroscience should be made  in writing and addressed to the attention of Journal Permissions, Vanderbilt Reviews Neuroscience, 
U1205 Medical Center North, Nashville, TN 37232  (email: vrn@vanderbilt.edu). The  request must  include a  citation of  the exact material  that will be 
reprinted and specific information about where it will be used.  One must receive express written permission from the authors whose work will be reused. 
Original artwork can only be obtained from the authors.  All copyrights © are held by the Authors. 
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INSIDE 

OONN  TTHHEE  CCOOVVEERR……  
 
Anatomical reconstruction of a rhesus macaque skull and brain based on a structural magnetic resonance image.  Red dots indicate 
stereotaxic locations of electrodes implanted on the surface of the skull beneath the scalp and muscle tissue to measure the 
electroencephalogram (EEG) .  The goal of this research is to compare directly human and monkey EEG and event-related potentials  

(Woodman et al. 2007).  This surgical method allows 
accurate comparisons between EEGs by ensuring that the 
underlying electrical signals propagate through similar 
layers of tissue and bone in both species.  The electrode 
locations mimic the international 10-20 electrode coordinate 
system used in human EEG research (Jasper, 1958).  First, a 
template of the adapted macaque 10-20 system was created 
by measuring electrode distances on a model skull.  Second, 
stereotaxic positions of each proposed electrode location 
were recorded with accuracy in tens of millimeters, along 
with the locations of several anatomical landmarks.  Third, 
during surgical implantation, the same anatomical 
landmarks were located allowing the electrode template to 
be rescaled to fit the size of the subjects skull.  Finally, the 
anatomical landmarks measured during the procedure were 
located in a MRI taken prior to the operation, and used to 
guide virtual placement of electrodes based on surgical 
records.  The voltages recorded from these electrodes while 
monkeys perform cognitively demanding tasks will allow 
researchers in Jeffrey Schall and Geoff Woodman's 
laboratories to construct scalp surface potential maps and 
perform dipole source localization necessary to understand 
how intracranial measures recorded from monkeys relate to 
extracranial measures recorded from humans. 

-David Godlove  

What to Expect 
 
In this volume of Vanderbilt Reviews Neuroscience, 

the qualifying class of 2009 reviews the literature on 
topics from the molecular underpinnings of schizophrenia 
to a characterization of GABAA receptors; from the use 
of C. elegans as a model system for psychoactive drugs 
to the use of crocodilians in the study of 
mechanoreception.  For its second volume ever, VRN 
2010 stands to be just as strong an issue as last year, and 
demonstrate the breadth and depth of the Graduate 
Program as it spans the molecular to the mind. 

As can be expected from a strong program, many 
high-impact papers were published in late 2009 and early 
2010.  These are highlighted by our exceptional team of 
writers in the popular “Research Highlights” section.  For 
the second year in a row, Cohen et al. offered an 
exceptional study in which the team of researchers 
compared the efficacy of EEG to other, more invasive 
electrophysiological techniques (p. 5); Treadway et al. 
demonstrated a role for motivation in rewarding tasks (p. 
9); Wu et al. published a study in Nature Neuroscience 

which identified a group of glial cell precursors that serve as 
developmental trash-collectors through the expression of two 
receptors (p. 7). 

Neurotoxicity was a big topic at Vanderbilt University this 
past year, as was the ever-popular dopamine.  Williams et al. 
demonstrated that mutant huntingtin, the notorious protein 
responsible for Huntington’s Disease, may actually provide a 
neuroprotective effect against manganese toxicity (p. 8).  In the 
same vein, Stanwood et al. showed that manganese exposure 
may change the cytoarchitecture of dopamine neurons in the 
substantia nigra, possibly contributing to Parkinsonian 
symptoms (p. 8).  On the systems side, multisensory integration 
was big (p. 6), as was novelty, detection and recognition (pp. 7-
8). 

Peruse this volume at your leisure.  The Contents (p. 1) 
should be clear and easy to follow.  As always, feel free to 
contact us with suggestions; we’re always up for making this 
journal better… 

 
C. M. Ciarleglio 

C. A. Doll 
M. Eapen 



 

 
VANDERBILT REVIEWS | NEUROSCIENCE VOLUME 2 | 2010 | 5

©2010 Vanderbilt Brain Institute.  All rights reserved. 

RESEARCH HIGHLIGHTS

Electroencephalography (EEG) 
is one of the most popular 
functional imaging techniques in 
psychology, neurology, and 
neuroscience. Compared to 
methods such as magnetic 
resonance imaging (MRI) and 
positron emission tomography 
(PET), EEG has unparalleled 
advantages in temporal resolution 
and cost. The blaring weakness of 
EEG is the inverse problem which 
leads to a deficiency in spatial 
resolution. Cohen and colleagues 
tackle this impasse in their recent 
Journal of Neurophysiology 
report. The researchers combined 
measurements of intracranial 
single-neuron spikes, local field 
potentials (LFPs), and event-
related potentials (ERPs) from the 
macaque frontal eye field (FEF) to 
investigate the source of the 
human N2pc, an attention-related 
ERP component.  

A visual search task was 
employed where the monkeys 
made a saccade to a target (L or 
T) among a group of 1, 3, or 7 
distractors (T or L). The target 
selection time was measured by 
three spatially distinct 

electrophysiological techniques; 
microelectrodes recorded single-
neuron spikes and LFPs in the 
FEF while skull electrodes 
recorded m-N2pc ERP 
components over extrastriate 
visual cortex, hypothesized to be 
the macaque homologue to the 
human N2pc. Selection times were 
consistently faster in single-
neuron spikes than LFPs, and LFP 
selection times were consistently 
faster than m-N2pc selection 
times. The selection times in all 
three techniques increased in 
parallel with the number of 
distractors, which is consistent 
with increased saccade response 
times. In a majority of test pairs 
there was a trial-by-trial 
correlation between the amplitude 
of FEF LFPs and the amplitude of 
extrastriate ERPs. These results 
supported the authors’ hypothesis 
that “feedback from FEF 
contributes to the generation of the 
m-N2pc component.” 

There is often a gap between 
scientific studies performed in 
humans and those performed in 
animal models. The advantage of 
animal models is the ability to 
invasively explore the underlying 
biology and physiology of disease 
and behavior that are, for obvious 
ethical reasons, otherwise 

prohibitive in humans.  Here, 
Cohen et al. used two invasive 
electrophysiological techniques 
(single-neuron spike recording and 
LFP) commonly used in animal 
studies in parallel with one 
noninvasive electrophysiological 
technique (ERP) that is frequently 
used in human studies. These 
techniques span the spatial scale 
and together provide a better 
understanding of the origin of 
monkey selective visual attention 
that can in turn be directly utilized 
in human research.  The 
combination of methodologies 
provides exceptional temporal and 
spatial resolution to overcome the 
limited spatial resolution inherent 
to EEG scalp recordings.  In doing 
so, the authors succeed in bridging 
the gap between human and 
nonhuman primate electro-
physiology.  One expects to see 
more investigators employing 
similar multimodal approaches to 
further our understanding of the 
neural bases of noninvasive 
technologies. 

 
 
 

 
 
 
 

Original Research Article:
JY Cohen, RP Heitz, JD Schall and GF 
Woodman (2009). On the origin of event-
related potentials indexing covert attentional 
selection during visual search. J Neurophysiol. 
102 (4): 2375-2386. 

“The 
advantage of 
animal 
models is the 
ability to 
invasively 
explore the 
underlying 
biology and 
physiology of 
disease and 
behavior that 
are, for 
obvious 
ethical 
reasons, 
otherwise 
prohibitive in 
humans.” 

AA  SSeeaarrcchhiinngg  HHiieerraarrcchhyy  

 
 
The bed nucleus of the stria terminalis (BNST), a key 

nucleus within the “extended amygdala”, is anatomically 
poised in both the reward and stress circuitry.  Given this 
unique position, the BNST has become a focal point of studies 
interested in exploring the link between anxiety and addiction.  
In this nucleus, long-term depression (LTD) plays a critical 
role in monitoring excitatory influence over circuits which 
impact cognition and emotional behavior.  Previous evidence 
suggested that both noradrenergic and glutamatergic initiated 
Gq-coupled signaling in the BNST converge on a final 
common mechanism for LTD maintenance.  McElligott et al. 
provide evidence to the contrary.  While norepinephrine 
induced LTD via α1-adrenergic receptors (α1-AR) occurs in 
the same neurons as glutamate-induced LTD (mGluR5-LTD), 
α1-AR mediated LTD transpires exclusively through the 
downregulation of calcium permeable AMPA receptors.  
mGluR5-dependent LTD, however, does not involve the regu- 

lation of calcium permeable AMPA receptors.  Importantly, 
these differences are emphasized by the fact that the 
persistence of these two distinct forms of LTD can be 
impacted differentially by environmental challenges.  For 
example, α1-AR dependent LTD is disrupted by stress and is 
resistant to disruption by cocaine.  While, on the other hand, 
mGluR5 dependent LTD is susceptible to cocaine-induced 
disruptions but is resilient to stress challenges.  The authors 
extend these findings by further demonstrating that the α1-AR 
dependent LTD can also be diminished by chronic ethanol 
exposure.  Together, these data suggest that in the BNST 
noradrenergic- and glutamate- activated Gq-coupled initiated 
signaling is delicately tuned to specific stimuli.  Thus, these 
distinct pathways allow for fine differential control of 
glutamate synapse efficacy in response to stress. 
 

Original Research Article: 
ZA McElligott, JR Klug, WP Nobis, S Patel, BA Grueter, TL Kash and DG 
Winder (2010). Distinct forms of Gq-receptor-dependent plasticity of excitatory 
transmission in the BNST are differentially affected by stress. PNAS. 107 (5): 
2271-2276. 

SSttrreessss,,  PPllaassttiicciittyy  aanndd  AAbbuussee 
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RESEARCH HIGHLIGHTS 

In our daily activities, whether 
it is driving down the road, 
playing a sport or enjoying a meal 
at our favorite restaurant, the brain 
is constantly inundated with 
multisensory information that it 
shrewdly processes to comprehend 
every sensory experience. Just 
how information from the multiple 
senses is integrated in the brain to 
produce a cohesive perceptual 
experience is intriguing. In 
particular, the temporal dynamics 
of the individual sensory 
information has to uniquely fall 
within a certain binding window 
in order for the brain to perceive it 
as a stimulus from the same 
environmental event. A better 
understanding of how binding of 
cross-modal cues takes place in 
relation to this temporal window is 
imperative, especially in the 
clinical realm where an 
enlargement of this window has 
been reported for various 
neurobiological disorders like 
dyslexia and autism. Research 
scientists at Vanderbilt University 
recently investigated the temporal 
characteristic and malleability of 
this multisensory binding window 
by using an auditory and visual 
stimulus pair in two perceptual 
training paradigms.   

Powers et al. first tested normal 
adults on a 2-alternative forced 
choice (2-AFC) paradigm where 
participants had to make a 
simultaneity judgment about 
whether the occurrence of a visual 
and auditory stimulus was 
“simultaneous” or “non-
simultaneous”. This assessment 
phase was followed by a 
simultaneity judgment training 
phase where the participants were 
given feedback about whether 
their judgment was correct. A 
subset of participants was 

requested to return one week later 
for another follow up assessment 
phase. The authors were 
successfully able to use this 2-
AFC paradigm to define and 
characterize a multisensory 
temporal binding window profile.  
Moreover, they found that the 
training received during the 2-
AFC task actually narrowed this 
multisensory binding window 
suggesting the flexibility of neural 
processes to adapt to feedback 
during training. The follow up 
assessment conducted one week 
after the training resulted in the 
maintenance of this temporal 
binding window suggesting the 
stability of brain processes to 
maintain a learned perceptual 
experience. However, the 
modifiable nature of this temporal 
binding window was not observed 
for passive exposure to identical 
stimuli that did not require a 
simultaneity judgment with 
feedback.  

While these results showed an 
interesting and unique finding, one 
question that still remained 
unanswered was whether the 
flexible nature of this temporal 
binding window was a result of 
inherent cognitive biases. To 
further explore the nature of this 
multisensory temporal binding 
window and rule out the 
possibility that participants had a 
cognitive bias towards one 
particular multisensory task, 
Powers and colleagues ran a 
second experiment, a two-interval 
forced choice(2-IFC) perceptual 
paradigm. This paradigm was 
similar to the 2-AFC in that they 
used exactly the same stimuli, 
however, the participants were 
presented with two visual-auditory 
pairs, one that was simultaneously 
presented and the other that was 

not simultaneously presented.  
Participants were instructed to 
indicate which of the two 
presentations contained the 
simultaneous multisensory 
stimulus. This assessment session 
was then followed by a training 
phase where the participants were 
given feedback as to the accuracy 
of their responses after each trial. 
A subset of these participants also 
returned one week later to do a 
similar simultaneity judgment 
assessment.  

The authors found similar 
results to those seen in the 2-AFC. 
The perceptual training in the 2-
IFC training task resulted in a 
significant narrowing of the 
multisensory temporal binding 
window. Moreover, these 
modified binding widow changes 
seemed to remain stable even after 
the one week follow-up 
assessment. Powers and 
colleagues keenly observed that 
there was no significant difference 
in the degree and time course of 
window narrowing across the two 
different paradigms suggesting 
that the neural mechanisms 
underlying the malleability of this 
binding window is similar across 
different experimental 
contingencies.  

So what does this tell us about 
human multisensory perceptual 
experiences? This study has 
successfully shown that perceptual 
training paradigms can create 
lasting changes in a person’s 
judgment of perceived 
simultaneity between visual and 
auditory events. More notably, the 
perceptual discrimination abilities 
prompted by training is not a 
result of simple exposure to 
passive stimuli, but the result of 
feedback on the accuracy of the 
simultaneity judgment. Seminal 
studies have shown significant 
reorganization of cortical space 
when a constrained set of stimuli 
were used early in development. 
However, a passive exposure to 
the same set of stimuli did not 
produce any notable behavioral

AA  ttaallee  ooff  ttwwoo  sseennsseess——aa  llooookk  aatt  tthhee  
ccoonnfflluueennccee  aanndd  mmaalllleeaabbiilliittyy  ooff  
mmuullttiisseennssoorryy  ssttiimmuullii  

“…perceptual 
training 
paradigms 
can create 
lasting 
changes in a 
person’s 
judgment of 
perceived 
simultaneity 
between 
visual and 
auditory 
events.” 
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Original Research Article: 
AR Powers III, AR Hillock and MT Wallace (2009). Perceptual 
training narrows the temporal window of multisensory binding. J 
Neurosci. 29 (39): 12265-12274. 

IINN  BBRRIIEEFF……  
 
BAC-driven miRNA gene expression knockdown 
 
KA Garbett, S Horvath, PJ Ebert, MJ Schmidt, K Lwin, A Mitchell, P Levitt and K Mirnics (2010). 
Novel animal models for studying complex brain disorders: BAC-driven miRNA-mediated in vivo 
silencing of gene expression.  Mol. Psychiatry. doi: 10.1038/mp.2010.1 
 
Animal models of disease represent one of the most powerful methods of 
analyzing the pathophysiological mechanisms of genetic disorders. However, the 
development of such models is often time-consuming, complex, and carries 
nonspecific caveats, such as the imprecise deletion of a gene of choice. Using 
bacterial artificial chromosomes, cell-type specific promoters, a standard 
reporter, and a microRNA mechanism for gene silencing, Garbett et al. present a 
powerful mechanism to specifically reduce gene expression in vivo. As 
microRNAs are of small size, they anticipate that this new method could 
simultaneously silence multiple genes in a cell-type specific manner. 
Accordingly, these transgenic mice would allow exquisite precision in 
determining the effects of a given set of genes on the presentation of disease. 
 
 
Pain Pathways: Neuropeptide Y may be targeted to 
relieve pain 
 
RG Wiley, LL Lemons and RH Kline IV (2009). Neuropeptide Y receptor-expressing dorsal horn 
neurons: role in nocifensive reflex responses to heat and formalin. Neuroscience. 161 (1): 139-
147. 
 
There is an endless list of reasons why individuals seek treatment for pain, but 
the molecular mechanisms that underlie pain perception are unclear.  Wiley et al. 
demonstrate how Neuropeptide Y (NPY) and its receptor Y1 (Y1R) function in 
the rodent spinal cord to mediate nociception.  After intrathecal injection of 
saporin toxin conjugated to NPY to selectively kill Y1R-expressing neurons in 
the dorsal horn of the spinal cord, rats displayed an increased latency to withdraw 
their paws from noxious hot stimuli.  The rodents also had a significant decrease 
in nocifensive behavior when presented with the hot stimuli or when injected 
with formalin in the plantar region of the hind paw, as measured by licking and 
guarding events. This toxin-based approach allows researchers to selectively 
examine groups of neurons involved in the perception of pain and tease apart 
each group’s contribution.  These studies could prove to have a significant 
impact on the field of pain research and may provide researchers with some 
insight into alternative approaches to treat pain. 
 
 
What’s unusual about that? Neural substrates for the 
detection of novel, unusual stimuli 
 
Blackford JU, Buckholtz JW, Avery SN, Zald DH (2010). A unique role for the human amygdala in 
novelty detection. Neuroimage. 50(3):1188-93. 
 
Novelty detection is an important trait in perceiving and responding to our 
environment. In particular novel, yet unusual or uncommon stimuli that are 
behaviorally salient can engage specific neural mechanisms involved in 
emotional learning and memory. In this study, the authors used functional 
magnetic resonance imaging to observe blood oxygen level dependent (BOLD) 
responses in the human amygdala and hippocampus when they presented 
participants with novel, common stimuli (e.g., chair, clock, tree) versus novel, 
unusual stimuli (e.g., Prague Dancing House, futuristic skyscraper, leafy sea 
dragon). Blackford and colleagues found that novel, common stimuli showed 
robust BOLD activation in both the amygdala and the hippocampus. However, 
only the amygdala showed a preferential activation for the novel, unusual stimuli, 
compared to the novel common stimuli. These results lead the authors to 
speculate that within the novelty detection circuit, the amygdala plays a distinct 
role in uniquely responding to a specific category of stimuli, namely those that 
are novel and unusual. 

  

change or neural reorganization. Powers and 
colleagues found significant effects in the temporal 
dynamics of the multisensory binding window after 
only one day of training, with stable effects observed 
even after one week. This alludes to the fact that the 
brain is capable of adapting quickly to new 
environmental situations and long term memory 
consolidation may play a role in strengthening learned 
traits. Thus results from this study would support the 
idea that the pairing of a sensory stimulus with 
behavioral salience (like feedback in this study) is 
crucial for sensory reorganization of adult cortical 
space. 

It is intriguing to consider where and how the 
plasticity associated with this temporal binding 
window is modulated. In humans, recent 
neuroimaging studies reported a large, dynamic 
network of areas including the insular cortex, 
posterior parietal and superior temporal cortices, all 
critically involved in the perception of audiovisual 
stimuli. The neuronal oscillations among different 
cortical populations have also been shown to play a 
potential role in multisensory processing and temporal 
binding. At a more cellular level, the temporal tuning 
profile of multisensory neurons has been associated 
with adult plasticity in various sensory systems, with 
basal cholinergic signals acting as an instructive cue. 
This indicates that the synchronous role of both 
cortical and subcortical mechanisms may be 
responsible for temporal plasticity in multisensory 
systems.  

The present work by Powers and colleagues and 
future extensions of similar studies holds particular 
clinical significance, especially in designing tailored 
intervention strategies for disorders such as dyslexia, 
autism and schizophrenia where altered multisensory 
temporal processes have been observed. 
 

 

DDeevveellooppmmeenntt::  bbiirrtthh,,  lliiffee,,  
ddeeaatthh,,  cclleeaannuupp,,  rreeppeeaatt..  
 

The development of a nervous system entails 
several obvious processes such as the proliferation of 
cells, the elaboration of dendrites, or the wiring of 
functional axonal circuits, yet it is now becoming 
clear that the less publicized (and slightly more 
sinister) mechanisms of programmed cell death and 
debris clearance are a vital component of nervous 
growth. For example, in the mouse dorsal root ganglia 
(DRG) over 50% of sensory neurons undergo  
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IINN  BBRRIIEEFF……  
 
Manganese, a friend or foe to dopaminergic neurons? 
 
GD Stanwood, DB Leitch, V Savchenko, J Wu, VA Fitsanakis, DJ Anderson, JN Stankowski, M 
Aschner, B McLaughlin (2009). Manganese exposure is cytotoxic and alters dopaminergic and 
GABAergic neurons within the basal ganglia. J Neurochem. 110 (1): 378-89. 
 
Manganese is a naturally occurring element essential for the proper 
metabolism of amino acids, protein and lipids. It is crucial for maintaining 
proper cellular functioning including maintenance of redox states, 
facilitating protein conformation, modulating ion and energy homeostasis 
and overall signal transduction in neurons.  Over exposure to manganese can 
result in various irreversible neurological phenomenon such as motor 
symptoms similar to that of Parkinsons, dystonia and gastrointestinal tract 
dysfunction. In this study, the authors explored the neurotxic potential of 
manganese in dopaminergic neurons in vivo in mice, looking especially at 
the vulnerability of nigrostrial pathways. They found that manganese 
chloride exposure, even at subtoxic doses changed the neuronal cytoskeleton 
of dopaminergic neurons. When the manganese treatment was extended to a 
period of 30days, a 20% reduction in TH-posiive neurons was observed in 
the substantia nigra pars compacta (SNpc), quantified by a widespread 
reduction in SNpc cell numbers through Nissil body staining. Parts of the 
basal ganglia including the striatum were also affected during treatment, 
showing sensitivity to nigrostriatal pathways. This study provides chronicles 
the timely repercussions of acute and chronic manganese exposure and 
provides an explanation for the motor manifestations observed from 
manganese intoxification. 
 
 
 
How quickly can you detect a face? Temporal 
dynamics within neural constructs involved in the 
detection of familiar and novel faces 
 
Blackford JU, Avery SN, Shelton RC, Zald DH. (2009). Amygdala temporal dynamics: 
temperamental differences in the timing of amygdala response to familiar and novel faces. BMC 
Neurosci. 10:145. 
 
Inhibited temperament involves a predisposition of individuals to respond to 
new people, places or things with wariness or avoidance behavior, a 
characteristic trait known to be associated with increased risk for social 
anxiety disorder and major depression. Within the human brain, functional 
magnetic resonance imaging (fMRI) has shown the magnitude of blood 
oxygen level dependent (BOLD) responses in the amygdala for novel 
stimuli to be associated with inhibited temperament. The authors in this 
study used an event related fMRI paradigm to investigate the temporal 
dynamics (latency, duration and peak) of the BOLD response to novel 
stimuli within the amygdala. They presented both novel and familiar faces to 
both inhibited and uninhibited temperament populations. Results indicated 
that the amygdala in inhibited participants responded faster to novel faces 
than familiar faces. In addition, they found that the inhibited participants 
showed both a longer and greater amygdala response to all faces in 
comparison to the uninhibited population, even though there were no 
differences in the peak BOLD response. Blackford and colleagues speculate 
that this temporal computational bias for novel stimuli within the amygdala 
may lead to greater neophobic responses and could allude to a plausible 
mechanism for the development of social anxiety. 

Original Research Article: 
HH Wu, E Bellmunt, JL Scheib, V Venegas, C Burkert, LF 
Reichardt, Z Zhou, I Fariñas, BD Carter (2009).  Glial precursors 
clear sensory neuron corpses during development via Jedi-1, an 
engulfment receptor. Nat Neurosci.  12 (12): 1534-1541. 

 

apoptosis during embryogenesis. The rapid and 
controlled clearance of these dead cells is vital, as 
non-ingested cells can generate inflammation and 
detrimental immune responses. 

In a recent Nature Neuroscience article, a team led 
by Bruce Carter recognizes a specialized glial cell, 
satellite glial cell precursors (SGC), in the clearance 
of dead neurons in the dorsal root ganglia of 
embryonic mice. Previously, it was unclear which 
cells were responsible for apoptotic clearance, with 
default responsibility handed to macrophages. 
However, through confocal and electron microscopy 
and in vitro assays, the group demonstrates that the 
vast majority of apoptotic neurons are associated or 
engulfed within SGC’s, highlighting an unrecognized 
role for glial cells in phagocytosis.  

In addition, the group provided a potential 
molecular mechanism for engulfment of dead cells. 
Jedi-1 and MEGF10, homologues of known c. 
elegans and Drosophila proteins, are expressed in the 
brain and specifically within SGCs in the DRG. 
Transient expression of the either protein in cultured 
HEK cells led to binding of neuronal corpses, and 
overexpression of the proteins in glial cells leads to 
increased engulfment of dead cells, suggesting a clear 
role for Jedi-1 and MEGF10 as engulfment receptors. 
Through their research, Wu et al establish satellite 
glial cell precursors as members of the ‘clean-up’ 
crew in the peripheral nervous system, performing a 
similar role as microglia in the brain, and importantly 
implicate two receptors as crucial sensors in the 
proper clearance of apoptotic cells. 

 

 

BBaadd  hhuunnttiinnggttiinn,,  pprrootteeccttiivvee  
eeffffeecctt 
 

Huntington’s disease (HD) is a unique 
neurodegenerative disorder in that it has been mapped 
to a single locus, the huntingtin gene. In the disease, 
huntingtin protein progressively undergoes an 
expansion of a polyglutamate region. Onset of 
symptoms correlates with a specific number of 
polyglutamate repeats, such that the disease 
progressively worsens with age. Thus far, research 
has been unable to explain how mutant huntingtin 
leads to a remarkably specific loss of medium spiny 
neurons in the striatum, a primary cause of the motor 
deficits seen in patients. One hypothesis is that striatal 
neurons are situated in an environment that may 
uniquely impact their vulnerability to mutant HTT; a 
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Original Research Article:
BB Williams, D Li, M Wegrzynowicz, BK Vadodaria, JG Anderson, 
GF Kwakye, M Aschner, KM Erikson, AB Bowman(2010).  Disease-
toxicant screen reveals a neuroprotective interaction between 
Huntington’s disease and manganese exposure. J. Neurochem.  112 
(1): 227-237. 

Original Research Article: 
Treadway MT, Buckholtz JW, Schwartzman AN, Lambert WE, Zald 
DH (2009). Worth the 'EEfRT'? The effort expenditure for rewards 
task as an objective measure of motivation and anhedonia. PLoS 
One. 4(8):e6598. 

IINN  BBRRIIEEFF……  
 
Exploring CAMKII associations with calcium L-type channels to regulate physiological changes in tissues 
 
SA Abiria, RJ Colbran (2010).  CaMKII associates with CaV1.2 L-type calcium channels via selected beta subunits to enhance regulatory phosphorylation.  J Neurochem. 112 (1): 150-61. 
 
Voltage activated L-type calcium channels (LTCCs) are known to generate Ca2+ signals important for numerous physiological process such as muscle contraction, 
neurotransmitters, neuronal plasticity and others. In particular the calcium/calmodulin dependant kinase II (CaMKII) protein has been shown to augment the Ca2+ 
signals in response to growth factors or hormones. Excessive Cav1.2LTCC activity can produce a variety of pathological symptoms including cardiac arrhythmias, 
multi-organ human genetic disorder and cases of parkinsons disease in animal models. While CAMKII facilitates LTCC activity physiologically, the molecular 
basis of CAMKII interactions and its modulation of LTCCs is yet to be understood. The authors of this paper transfected HEK293 cells from the forebrain of 7-
8week old rats to explore the role of β subunits in targeting CAMKII to LTCC α1 subunits. They found that CAMKII co-immunoprecipitates with forebrain LTCCs 
that contain Cav1.2α1 and β1 or β2 subunits, but not LTCC complexes containing b4 subunits. These targeted mechanistic interactions between CAMKII and 
LTCCs will be crucial in providing insights into our understanding of physiological and pathological process in different tissues. 

recent paper from the Bowman lab investigates this 
gene-environment hypothesis in the context of HD, 
with specific focus on the impact of metal 
neurotoxicology. 

Williams et al. performed a disease-toxicant 
interaction screen in order to test a correlation 
between physiological properties shared between 
metal exposure and Huntington’s disease. These 
include oxidative stress, cell stress, protein 
aggregation, and alterations in calcium signaling and 
energy metabolism. To test the correlations, they 
utilized several HD models in metal exposure 
paradigms. They first demonstrated that a mouse 
striatal cell line model of HD demonstrates variable 
cell survival responses to given metals. They note that 
mutant Huntingtin cells survive at similar rates over a 
range of concentrations in the vast majority of metals 
tested. However, mutant cells were less viable when 
exposed to cadmium and actually displayed a 
neuroprotective effect in the presence of manganese, 
without affecting the level of huntingtin protein.  

The lab next capitalized on previous research to 
investigate the impact of manganese on established 
physiological processes. First, they demonstrated that 
HD mutant striatal cells have diminished 
phosphorylation of Akt, a cell stress signaling 
pathway associated with previous HD studies. They 
further show that these mutant cells have impaired 
accumulation of manganese, which may prevent its 
toxic intracellular effects. Finally they note that in an 
in vivo mouse model of HD, YAC128Q mice have a 
striatum-specific reduction of manganese uptake as 
compared to wild type mice. The neuroprotective 
effect of mutant HD on manganese exposure is quite 
surprising, and future experiments will target 
manganese uptake, export, and storage under the 
broad hypothesis that HD pathology is regulated in 
the context of both genetics and environment. 

 
 
 
 
 
 

WWoorrtthh  tthhee  ‘‘EEEEffRRTT’’??  RRoollee  ooff  
mmoottiivvaattiioonn  iinn  rreewwaarrddiinngg  
ttaasskkss  
 

Anhedonia is a subtype of the putative 
psychopathological enophenotypes in major 
depressive disorder (MDD), which characteristically 
represents an individual’s aberrant motivation and 
reward responsivity. In order to objectively tap into 
the measures of reward motivation and test trait 
anhedonia, the authors in this study developed the 
Effort-Expenditure for Rewards Task (EEfRT or 
“effort”), a novel behavioral paradigm to explore 
effort based decision making in humans. The EEfRT 
task is a multi-trial game in which participants are 
given the opportunity on each trial to choose between 
two different task difficulty levels (hard or easy). 
They are required to complete the task with a specific 
number of button responses within a constrained 
period of time in order to obtain a monetary reward. 
Along with the EEfRT task, study participants self-
reported measures of mood and trait anhedonia. 
Across multiple analyses, Treadway and colleagues 
found a significant inverse relationship between the 
anhedonia trait and a willingness to expend effort for 
rewards. From these results, the authors postulate that 
anhedonia is specifically associated with decreased 
motivation for reward. Additionally, the findings in 
this study enabled the authors to provide initial 
validation for the EEfRT behavioral paradigm as a 
laboratory based measure of reward motivation and 
effort based decision making in humans. 
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Providing exceptional science, 
technology, engineering, and 
mathematics (STEM) education 
has been at the top of America’s 
education al agenda for nearly a 
decade.  Despite a consensus on 
the importance of STEM 
education in developing 
thoughtful, innovative, and 
talented students  that will help 
ensure the stren gth of America’s 
intellectual, scientific, and 
economic base, relatively little 
guidance exists on how to 
integrate outreach programs to 
improve learning outcomes or 
public awareness of relevant 
researc h findings.  Recently, the 
Vanderbilt Silvio O. Conte Center 
for Neuroscience Research and the 
Vanderbilt Brain Institute (VBI) 
embarked on a mission to increase 
public awareness of STEM topics, 
and specifically neuroscience, in 
the greater Nashville area.  The 
first and perhaps most critical 
component of this effort was an 
application for NIH funds to 
create a state-of-the-art 
neuroscience exhibit at a local 
children’s science museum, the 
Adventure Science Center (ASC).  
This application was written as a 
supplement to the already very 
large Conte Center headed by 
Randy Blakely, Ph.D.  The grant, 
which was co-written by VBI 
Director Mark Wallace, Ph.D., 
was enthusiastically funded by the 
NIMH for a period of one year.  In 
that time, (July 2010 to July 
2011), Vanderbilt neuroscience 
has the opportunity to make a 
large and lasting impression on the 
youth of Greater Nashville—both 
through this endeavor with the 
ASC and in its collaboration with 
the Vanderbilt Center for Science 
Outreach (VCSO) to bring 
neuroscience and neuroscientists 

into Nashville classrooms.  A 
critical component of this effort is, 
obviously, a measure of its 
success.  Despite th e lack of 
literature on evaluation studies 
from the field, we plan to proceed 
by incorporating standard 
evaluation principles such as 
program design and goal setting, 
establishment of benchmarks and 
indicators, and fidelity to our 
objectives.  Herein, we will 
describe our initial plan to report 
these indicators. 

 
Program design 

In creating a collaborative and 
intricate outreach program such as 
this, it is important that all colla 
borators have a clear 
understanding of the goals, 
objectives, and intents of the 
program and that these 
understandings are mutually 
agreed upon and shared by all.  
This consensus step is crucial for 
programmatic coherence.  
Construction of a “logic map” or 
“roadmap” is a valuable exercise 
that should be conducted to ensure 
outreach goals are established and 
actionable.  Program benefits 
should be designed so that they are 
meaningful to each segment of the 
target population (students, 
teachers, parents, young children, 
adults).  For example, in 
collaboration with the Middle 
Tennessee Chapter Society for 
Neuroscience (MTNCSfN) and its 
President (Vivian Casagrande, 
Ph.D.), the VBI and the VCSO 
plan to create brain-based 
literature for distribution to each 
child at area schools, but the age, 
cultural background and 
comprehension-level must all be 
considered before conducting an 
expensive and resource-draining 
campaign.  School curricula and 

parental involvement must also be 
considered as serious elements of 
such a large effort.  Because many 
science outreach initiatives are 
open to the general public, 
planners must be cognizant of the 
diverse nature of their target 
audience and highlight its benefits 
accordingly.   

All participants should 
understand whether the program is 
a partnership (whose design can 
range from the input of one 
stakeholder to the input of many 
stakeholders with a range of 
expertise) or outreach (which 
tends to be conducted by experts 
for the benefit of a targeted 
group).  Lastly, it is also important 
to note that cultural optics—how 
different cultural groups within the 
target audience perceive the 
program—matter and can easily 
be overlooked, particularly if 
being designed by experts with 
little outreach experience and 
minimal community input.  The 
incorporation of multicultural 
community-based knowledge with 
various methods of learning are 
critical for the success of any 
educational outreach effort, and 
must be cognizant of and engaging 
to different cultural backgrounds 
without pandering or being 
offensive.  We hope to achieve 
these cultural proficiencies 
through the expertise of our 
collaborators, and further test 
curricula and print material before 
mass public distribution. 

 
Benchmarks and Indicators 

Whenever possible, we hope to 
gather data to ensure that adequate 
progress is being made to 
accomplish program goals.  
Although the impacts of outreach 
programs are mostly qualitative in 
nature, relevant data can and will  

TThhee  VVaannddeerrbbiilltt  NNeeuurroosscciieennccee  OOuuttrreeaacchh  IInniittiiaattiivvee  
  

              BBrraannddoonn  AA..  CCaarrvveerr,,  MMss..EE..  
              CCoonnttee  SSuupppplleemmeenntt  AAddvviissoorryy  BBooaarrdd  MMeemmbbeerr  

SSppeecciiaall  SSeeccttiioonn  



 

 
VANDERBILT REVIEWS | NEUROSCIENCE VOLUME 2 | 2010 | 11

©2010 Vanderbilt Brain Institute.  All rights reserved. 

OUTREACH & EDUCATION

be collected throughout the implementation process.  Attendance logs, 
procurement records, press releases and print materials are useful 
indicators of a program’s success. 

 
Program Fidelity 

Finally, we end with the beginning.  Program fidelity returns us to the 
question of intent.  Was our mission accomplished?  Was the target 
population reached?  Were the desired observable outcomes achieved?  
Measures of program fidelity can take years—did the second graders we 
talked to in 2010 end up with a degree in some STEM discipline in 2024?  
In the time between our interaction with that child and the completion of 
her/his degree, was a passion for science nurtured by his/her 
family/teachers/community.  It goes without saying that this endeavor 
should not be a one-year commitment, but rather a yearly contribution of 
passionate science from the Vanderbilt Brain Institute and its 
collaborators. 

 
Conclusion 
More formative evaluation of STEM outreach should be conducted to see 
how to best increase public engagement and awareness of vital health and 
science issues.  Evaluation of this sort is necessary because the literature 
documenting science outreach is thin and current suggestions for “best 
practices” and/ or strategies to integrate within high school curricula are 
even sparser.  The aim of our future evaluations will be to inform the 
field by enriching the “best practices” literature on science education 
outreach programming so that concrete strategies can be developed to 
best support the implementation of STEM educational outreach programs 
in the future… 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

  
AA  nnoottee  ffrroomm  
tthhee  DDiirreeccttoorr  

 
“Wow!” That was the universal 

comment I received whenever I 
showed anyone the inaugural issue 
of VRN. The feedback on last 
year’s issue has been nothing short 
of phenomenal, and this year’s 
edition looks to be equally 
exceptional!  I carry a copy of 
VRN with me whenever I travel – 
whether to conferences, to talk at 
other universities, to study section, 
etc. When at these venues, I make 
it a point to show my colleagues 
the issue, and to watch their faces 
drop as they leaf through the 
pages. In today’s increasingly 
electronic age, I’ve been surprised 
and delighted that something so 
tangible as a copy of VRN can be 
such an effective advertisement 
for the quality of the research and 
training endeavors within the 
Vanderbilt Neuroscience Program. 
We should all be proud to be a 
part of this remarkable endeavor. 
A special thanks goes out to Caleb 
Doll and Mariam Eapen, who have 
worked tirelessly to begin to 
assume the reins of editorial 
leadership from the founding 
father – Chris Ciarleglio. 
 
 
Yours in science, 

 
Mark T. Wallace, Ph.D. 

 

PPrrooggrraamm  UUppddaattee  
 
The Neuroscience Graduate Program at 
Vanderbilt University is entering its 
twelfth year of existence under the 
young directorship of Prof. Mark Wallace.  
For the upcoming 2010-11 academic 
year,  the  program will have 71 trainees  

doing coursework and research in their mentors’ 
laboratories, pursuing their doctoral degrees in 
Neuroscience.  These trainees come from 23 states and 9 
foreign counties.   We have 94 training faculty committed 
to preparing our students for careers in teaching and 
research.  Our students receive strong academic and 
research training from our outstanding training faculty. 
 
Roz Johnson, B.B.A. 
Interdisciplinary Program Coordinator 



 

 
12 | 2010 | VOLUME 2 VANDERBILT REVIEWS | NEUROSCIENCE

©2010 Vanderbilt Brain Institute.  All rights reserved. 

CANDIDATE REVIEWS

Dopamine (DA) and norepinephrine (NE) have 
consistently been shown to play a crucial role in 
cognitive processes. DA and NE share a common 
synthetic pathway, and have both been implicated in 
psychiatric disorders such as attention-deficit 
hyperactivity disorder (ADHD)1,2, affective 
disorders3, and schizophrenia4-6. Both transmitter 
systems send projections to the prefrontal cortex 
(PFC), where they have been shown to be involved in 
processes such as attention, working memory, 
executive function, and behavioral inhibition1, 2, 4, 7-14. 
Disturbances in PFC function are linked to the 
cognitive symptoms of schizophrenia, and are thought 
to be a result of a hypodopaminergic state in the 
PFC15. First generation antipsychotics, such as 
haloperidol, primarily target the D2 dopamine 
receptor16. These drugs tend to improve the positive 
symptoms of the disorder, such as hallucinations and 
delusions, yet have little effect on cognitive and 
negative symptoms17. Interestingly, second generation 
antipsychotics, such as clozapine, have a larger target 
profile and are more effective in treating the cognitive 
and negative symptoms of schizophrenia, such as 

deficits in working memory and a flattened affect18, 19. 
Among those receptors targeted by second-generation 
drugs are NE receptors, including α2C-receptors, 
increasing interest in the possible interactions of these 
parallel pathways. Despite commonalities in 
synthesis, localization, and drug interactions, 
interactions between DA and NE systems within the 
prefrontal cortex remain poorly understood. Here we 
will review evidence for the role of DA and NE in 
aspects of cognition, then delve into recent studies 
that investigate possible interactions of these systems 
at the level of receptors, transporters, and possible co-
release, and finally the implications that DA/NE 
interactions have for our understanding of 
neuropsychiatric disorders. 
 
DOPAMINE AND NOREPINEPHRINE 
NEURONS PROJECT TO THE PFC 
Early studies of both dopamine and norepinephrine 
focused on the localization of these transmitters in the 
brain. Using fluorescent histochemistry, as well as 
electron microscopy, these studies showed that both 
DA and NE are present in the prefrontal cortex20-22.

Mechanisms for the Interaction of Dopamine and 
Norepinephrine in the Prefrontal Cortex:  
Implications for the Treatment of Cognitive Symptoms 
of Schizophrenia 
 
Peter Vollbrecht 
 
Reductions in prefrontal cortical dopamine (DA) levels have been associated with the cognitive 
symptoms of schizophrenia. When removal of the dopamine innervation to the prefrontal cortex (PFC) 
was tested in animal models, researchers reported a loss of dendritic spines. Anatomical arrangements 
in the PFC suggest that dopamine may play a role in the regulation of dendritic architecture. Atypical 
antipsychotics, but not typical antipsychotics, reverse the loss of dendritic spines seen upon DA 
denervation. Atypical antipsychotic drugs have also been reported to reduce cognitive symptoms of 
schizophrenia. Taken together with their ability to reverse spine loss, these data suggest that spine loss 
may be a pathological correlate to cognitive deficits associated with the prefrontal cortex. The 
mechanism by which these drugs act to restore DA tone in the PFC remains unclear. Recent data has 
suggested that norepinephrine (NE) terminals are capable of releasing the NE “precursor” DA. Atypical 
antipsychotic drugs have a wide target profile, including antagonism of NE autoreceptors. These data 
suggest that interactions between the DA and NE systems may play a role in treatment for 
schizophrenia. Although DA and NE have been implicated in disorders involving the prefrontal cortex 
such as schizophrenia, affective disorders, and attention-deficit hyperactivity disorder (ADHD), the 
mechanism for interactions between DA and NE has not been widely investigated. Understanding how 
these systems interact should have a major impact on therapeutic possibilities for disorders arising from 
disruption of PFC function. 
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Prefrontal cortical DA projections originate from 
neurons in the ventral tegmental area (VTA)23, while 
NE projections originate from the locus coeruleous 
(LC)24. Dopamine has an abundance of axon 
terminals in deep layers of cortex in the rodent20 and 
primate25, primarily in layer V. This coincides well 
with the distribution of dopamine receptors of which 
D1 is the dominant form in the PFC26. This selective 
area of activation implies a selective function for the 
DA pathway in the PFC, which is further 
strengthened by the presence of specific synaptic 
contacts being made onto the shafts and spines of 
layer V pyramidal cells25. Several studies suggest that 
NE terminals are more evenly distributed than DA 
terminals throughout the prefrontal cortex21, 27. The 
diffuse nature of NE terminals across both rodent and 
primate PFC lamina suggests a more general role of 
this transmitter in the PFC. Norepinephrine terminals 
lack the synaptic contacts made by DA terminals. 
However, functional specificity of NE may be 
determined by NE receptors’ laminar distribution. 
Norepinephrine and DA distribution in the PFC 
suggests these transmitters’ involvement in PFC 
function. 
 
DOPAMINE AND NOREPINEPHRINE 
RECEPTOR LOCALIZATION 

Following these careful characterizations of 
dopamine and norepinephrine distribution, 
investigation began to shift from neurotransmitters to 
their receptors. Autoradiography was used in early 
studies, using tridiated ligands that showed specificity 
for the various dopamine and norepinephrine 
receptors28-30.  

Currently, five dopamine receptors have been 
identified, which are classified as adenylate cyclase 
activating “D1-like”, or inhibiting “D2-like” receptors, 
with D1 and D5 being grouped together and D2-4 
grouped together31. Dopamine receptor identification 
in early studies made no distinction between the 
various subtypes, and suggested that DA receptor 
localization in the PFC was focused in the deep layers 
V and VI29.  D2 receptors are localized to the PFC, yet 
the relative amount of this receptor is significantly 
lower than its counterpart26. Early studies indicated 
that D1 was most abundant in superficial layers I, II, 
and III, with slightly lower levels in layers V and VI 
in primates, while showing specificity to deeper 
layers in a rat model28, 30. D2 receptors show laminar 
localization primarily to layer V. Findings by 
Richfield et al. suggest a uniform distribution of D1 
receptors across all lamina in cats and monkeys, but 
rats had increased D1 receptor binding in deep layers 
V and VI26. An mRNA expression study of all five 
receptor subtypes in the PFC of primates found that 
expression for all five subtypes was highest in layer 
V32. This was in agreement with studies of mRNA 

levels performed in the human PFC33, suggesting that 
layer V has a particularly important role in 
catecholamine activity in the prefrontal cortex. 

Norepinephrine acts on two classes of receptors, 
both α- and β-adrenergic receptors. These two classes 
are further broken into α1 and α2 as well as β1, β2, and 
β3 subtypes. The α subtypes are each further divided 
into three subclasses, A, B and C31. The β-receptors 
activate adenylate cyclase34, while α2-receptors act to 
inhibit this enzyme35, 36. The α1-receptors are linked 
to PKC and the release of intracellular calcium 
through Gq coupling35, 37. The β receptors appear less 
abundant in the PFC than the α receptors and show an 
inverse laminar distribution28. The α1-receptors are 
more abundant than β-receptors, yet remain less 
prominent in the PFC than α2-receptors. Prazosin, a 
selective ligand for α1-receptors, exhibits strong 
binding in deep layers V and VI. The most abundant 
NE receptor in the PFC is the α2-receptor. Clonidine 
binding (α2) shows a decreasing gradient from 
superficial to deep layers28. Both α2A and α2C-
receptors are found both presynaptically and 
postsynaptically in the PFC38. Presynaptic 
autoreceptors provide feedback inhibition to the NE 
terminal38, 39. 

It is at the level of receptor binding that it first 
becomes apparent that interactions between DA and 
NE systems are likely to occur. It has been shown that 
DA is capable of acting as an agonist at adrenergic 
receptors40, 41. Likewise, D1 and D2 radioligands have 
been shown to be displaced by both DA and NE, 
implying NE binding to DA receptors42. Cornil et al 
showed that DA has affinity for the α2c-adrenoceptor 
in rat brain43. It is widely recognized that NE 
transporters have a higher affinity for DA than for 
NE, allowing possible interactions through transmitter 
reuptake. Finally, 2nd generation antipsychotics such 
as clozapine and olanzapine have affinities for both 
DA and NE receptors44-46. Due to the possibilities for 
interactions between these systems, an investigation 
of the mechanisms of these interactions appears 
critical to our understanding of the effects of either 
pathway in PFC function. 
 
DOPAMINE AND NOREPINEPHRINE IN THE 
PREFRONTAL CORTEX 

The importance of interactions between NE and 
DA is underlined by the roles of these transmitters 
during PFC function. The prefrontal cortex is thought 
to control such executive cognitive functions as 
working memory and attention. Given the innervation 
patterns of both dopamine and norepinephrine, it is 
not surprising that both have individually been shown 
to have links to these functions. Through the use of 
lesion studies within the prefrontal cortex, as well as 
studies of structures projecting to the PFC, transmitter 
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loss-of-function has been explored.  
Lesion of DA in the PFC can be performed 

directly by injection of 6-hydroxydopamine (6-
OHDA) into the PFC47, or indirectly by injection of 6-
OHDA into the VTA which supplies DA to the PFC48 
along with a NET blocker such as desipramine to 
spare NE terminals. Studies using both methods have 
suggested the importance of DA in working memory, 
and attention49. Interestingly, further research has 
shown that excess DA in the PFC can have 
detrimental effects on cognitive tasks as well5.  

Through injection of the NE terminal specific 
toxin DBH-saporin, similar PFC specific lesions of 
NE can be performed50. Before the development of 
this toxin, DNAB lesions using 6-OHDA were used1. 
Studies using both of these methods have shown 
cognitive deficits similar to those seen in the DA 
system1, 14, 50. Once again, excess levels of NE can 
have detrimental effects37, 51. These studies suggest 
that there is an optimal range for DA and NE within 
the PFC necessary for higher order functioning. Given 
the involvement of the prefrontal cortex in cognitive 
functions such as working memory, and attention, as 
well as the role of DA and NE in these processes, 
understanding the interactions between these 
transmitters within the PFC could lead to major 
changes in the treatment of neurological disorders, 
such as attention-deficit hyperactivity disorder 
(ADHD) and schizophrenia. 
 
PREVIOUS HYPOTHESES 

Past research often cites potential DA/NE 
interactions as having an effect on their studies’ 
results3, 52, 53. Previous work in this area has focused 
on drugs that interact with both systems, rather than 
these systems’ interactions with each other, and the 
body of literature working directly to determine the 
mechanisms of these interactions is small. It has been 
well documented that changes in dopamine and 
norepinephrine in the prefrontal cortex are well-
correlated, changing together in disorders such as 
schizophrenia53, and as a response to physiological 
changes, such as stress51. (The link to stress may 
prove to be of further interest, as stress often induces 
schizophrenia symptoms. However, this link will not 
be discussed in this review). The correlation between 
DA and NE levels in the PFC is particularly evident 
in response to antipsychotic drugs54, 55. However, the 
mechanism of this DA/NE interaction is still being 
debated. Hypotheses that have been put forth include: 
a direct effect of NE on DA release56, 57, an effect of 
NE on DA reuptake58, 59, and co-release of DA and 
NE from NE terminals60. Few researchers have 
actively attempted to validate these hypotheses by 
studying the mechanisms by which these two 
transmitters are interacting. 
 

STUDIES ADDRESSING THE DIRECT EFFECT 
OF NE ON DA RELEASE 

Pozzi et al. used lesion studies, along with 
selective DA and NE reuptake inhibitors, to further 
the hypothesis that increases in NE directly increase 
DA levels57. This study showed that increasing 
extracellular NE was correlated to increases in 
extracellular DA. Similarly, Gresch et al. suggested 
two possible explanations for their findings, 1) NE 
regulation of DA through receptors regulating DA 
release, or 2) transport of DA into noradrenergic 
terminals56. 
 
STUDIES ADDRESSING DA REUPTAKE 
THROUGH NE TERMINALS 

The idea of NE affecting the uptake of DA has 
been suggested given the relatively low abundance of 
DA transporter (DAT)61 in the PFC, and the broad 
coverage of  NE transporter (NET) in this area62. 
Moron et al. were able to show that DAT knockout 
mice had normal rates of DA uptake in the frontal 
cortex, while NET knockout mice exhibited greater 
than 50% loss of DA uptake59. This indicates that DA 
uptake in the PFC occurs largely through NET 
activity. If NE release increases, the probability of 
DA being taken up by these transporters decreases, 
thereby increasing the extracellular levels of DA in 
the region. In this indirect way, NE may increase 
extracellular DA. Studies using the α2-receptor 
antagonist mainserin, along with two NET inhibitors, 
reboxetine and desipramine, suggest that NET uptake 
of DA is significantly higher in the PFC than in the 
parietal cortex or occipital cortex58 due to a lower 
NE/DA ratio than in the latter two areas. It is 
important to note that mainserin was administered via 
i.p. injection, so effects were global and not PFC 
specific. Treatment caused an increase in DA levels in 
all three regions, and the authors attributed this to the 
effect of the drug in the VTA causing DA neuron 
firing, rather than action in the PFC. NET’s high 
affinity for DA could cause more rapid clearance of 
DA than NE, and could cause the increases in DA 
when extracellular NE is increased. Later research in 
which mainserin was administered locally suggests 
that α2-receptors have a significant effect locally on 
DA release in the PFC63.  
 
STUDIES ADDRESSING DOPAMINE AND 
NOREPINEPHRINE CO-RELEASE 

Ahn and Klinman reported on the rate limiting 
steps of norepinephrine synthesis over 20 years ago64. 
They report that dopamine beta monooxygenase 
(dopamine beta hydroxylase, DBH), and not tyrosine 
hydroxylase, may be the rate-limiting step in NE 
synthesis. DBH is the final enzyme that converts DA 
into NE within the vesicles of NE terminals. If DBH
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is rate limiting, at times the firing rate of NE neurons 
could be intensified, causing release of DA from these 
terminals along with NE. This interaction, coined the 
“co-release” hypothesis, proposes that DA and NE are 
released together from the NE terminal60. 
Microdialysis allowed investigation of the possible 
co-release of DA and NE in the PFC60. Looking at 
DA innervated regions (PFC) and non-, or minutely 
DA innervated regions (occipital cortex, primary 
motor cortex) using dialysis, Devoto et al. showed 
that the extracellular levels of DA were similar in 
both DA innervated and non-innervated regions. This 
implies another source of DA in these areas. Using 
selective α2-receptor antagonist infused through the 
probe, investigators saw increases in DA in all three 
areas, suggesting that DA was being released through 
NE terminals, and furthermore that this release was, 
in part, regulated by α2-receptors65. The α2-receptor 
agonist, clonidine, reduced extracellular DA levels 
along with NE levels, while the antagonist, idazoxan, 
increased DA and NE levels. A further study in 2003 
by the same group performed a similar study looking 
at the dopamine metabolite 3,4-
dihydroxyphenylacetic acid (DOPAC)66. This study 
further verified that DA is likely being released from 
both DA and NE terminals in the PFC, but only by 
DA terminals in subcortical regions. Using clozapine, 
the first atypical antipsychotic, Devoto et al. showed 
the effects of this drug on PFC DA and NE levels. In 
this study, treatment with clozapine elevated both NE 
and DA levels in the PFC and occipital cortex, as did 
treatment with a α2 antagonist. Interestingly, 
treatment with clonidine, an α2-receptor agonist, 
reversed these effects, while treatment with a D2 
agonist, which has been shown to decrease DA 
release in the striatum, had no effect66. This evidence 
again suggests that DA is being released through the 
NE terminal, and that the atypical antipsychotic drug 
clozapine is acting through a α2-receptor mechanism 
to restore PFC DA levels. In later experiments, 

Devoto et al showed that activation of the LC was 
sufficient to increase extracellular dopamine in the 
PFC67. Considered with the results discussed above, it 
is likely that this increase is not solely due to the LC 
acting on the VTA but also through NE terminal 
firing in the PFC. Finally, Devoto et al. demonstrated 
that lesioning the VTA and removing DA innervation 
to the PFC has no affect on extracellular DA levels68. 
Tissue content of DA was significantly reduced, 
however extracellular levels remained unchanged. 
These data provide very strong evidence suggesting 
that NE terminals do, in fact, release DA, providing 
an alternative explanation to the hypotheses that NE is 
affecting DA levels through direct interaction with 
DA terminals or through DA reuptake.  

The release of DA from NE terminals may help to 
explain data derived in our own lab. We have shown 
that a loss of DA innervation from the VTA causes a 
loss of dendritic spines on PFC layer V pyramidal 
cells48. This loss of dendritic spines could be related 
to the loss of cortical volume seen in schizophrenia 
patients69, providing a possible pathological correlate 
to behavioral data suggesting impaired cognitive 
function in animals with a loss of PFC DA signaling. 
Interestingly, the loss of spines in these cells could be 
reversed through treatment with olanzapine, but not 
haloperidol. Given the ability of atypical, but not 
typical antipsychotic drugs to help in the relief of 
cognitive symptoms of schizophrenia, this lends 
credibility to the importance of dendritic spines in 
PFC function. Dendritic structure is maintained 
through DA tone in the striatum70. If the same is true 
for the PFC, it can be hypothesized that following DA 
depletion of the PFC, atypical drug treatment acts to 
restore DA tone through an alternative DA source. 
Under normal conditions, it appears that extracellular 
DA comes both from the DA and NE terminals, with 
DA terminals shouldering the majority of this load 
(Figure 1a). However, in certain states such as 
schizophrenia, these DA levels are reduced, possibly 

Figure 1 | A possible mechanism for the effects of olanzapine and clozapine on DA tone A) Proper DA and NE signaling. B) DA tone 
disturbance while NE signaling remains intact. C) The effects of a α2-receptor antagonist as it re-establishes DA tone through the NE terminal. DA 
(red circles) and receptors (red boxes), NE (green circles) and α2-receptors (green boxes), α2-receptor antagonist (blue triangle). 
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through reduced transmission through the DA 
terminals (Figure 1b). Through treatments capable of 
antagonizing the α2c-receptor, DA tone can be 
restored through release of DA through the NE 
terminal (Figure 1c). Clozapine, the original atypical 
antipsychotic, as well as olanzapine, has a high 
affinity for α2-receptors44 making these drugs 
candidates to act at the NE terminal. 
 
CONCLUSIONS 

Atypical antipsychotic drugs appear to have 
effects on cognitive deficits not seen with typical 
antipsychotic treatments18. These drugs also have a 
restorative effect on DA denervated pyramidal cell 
morphology in the PFC48. Linking these two functions 
of atypical antipsychotics could provide strong 
evidence that the ability of atypical antipsychotic 
drugs to treat the cognitive deficits and negative 
symptoms of schizophrenia is a result of their ability 
to affect non-DA receptors, including the α2-receptor. 
Data from Devoto et al. have suggested that atypical 
antipsychotic drugs are capable of causing release of 
DA from NE terminals66. Our own work suggests that 
this may be a factor in restoring dendritic spines in the 
PFC. Further research is critical to linking the 
interactions of the DA and NE systems to the 
restorative effects of atypical antipsychotic treatment. 
In the future, understanding the mechanism of 
interaction of DA and NE should lead to improved 
treatments of disorders of the prefrontal cortex, 
ranging from affective disorders to schizophrenia. 
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A fundamental requirement for the evolution of 
complex nervous systems is the capacity for plasticity 
at the molecular level.  Enzymes, known as 
Adensosine Deaminases which Act on RNA 
(ADARs), have coevolved with nervous systems in 
many species to catalyze hydrolytic deamination of 
specific adenosine residues on RNA sequences, 
resulting in functional alteration of RNA transcripts1.  
In mammals, two genes have been shown to encode 
catalytically active ADARs (ADAR 1 and ADAR 2), 
and both are expressed in most tissues but are highly 
enriched in the CNS2,3.  Through their ability to 
convert adenosines to inosines at specific residues on 
protein coding RNAs, ADARs have been shown to 
alter amino acid codons with profound functional 
implications in a number of genes.  This recoding 
occurs because inosine is processed by the 
translational machinery as guanosine. This results in a 
functional coding alteration of A-to-G at edited 
residues1.  Most of the characterized substrate RNAs 
modified by ADARs encode proteins associated with 
neuronal signaling.  These include voltage gated and 
ligand gated ion channels4,5, fast synaptic release 
machinery6, and at least one G-protein coupled 
neurotransmitter receptor; the 5HT2c receptor7.   The 
necessity of ADAR activity for viability and nervous 
system function has been clearly demonstrated by a 
number of genetically modified mouse models in 
which activity of the respective ADARs or their 
editing activity on specific substrates has been 
disrupted8,9,10.   

RNA editing is a conserved mechanism allowing 

for precise and dynamic modulation of protein 
functions within the nervous system.  This unique 
process provides insight into the critical aspects of 
protein function and makes it a powerful beacon to 
guide further scientific inquiry in molecular 
neuroscience. For example, the transcript encoding 
the serotonin 2c receptor (5HT2c) can be edited at 5 
adenosines in exon 5 of the mature mRNA. These 
sites are denoted A, B, E, C, and D sites respectively 
5’ to 3’ (Figure 1c).  Considerable differences in 
signaling properties have been observed in vitro for a 
number of the unique protein isoforms generated by 
different combinations of editing at these 5 sites.  The 
functional differences result from modulation of three 
amino acid codons which genomically encode 
isoleucine-asperigine-isoleucine respectively at 
residues 156-158-160 located within the second 
intracellular loop of the mature receptor.  Editing at 
these amino acid codons allows for the production of 
24 unique protein isoforms which can differ by as few 
as one or as many as three amino acids7 (Figure 1).  
The second intercellular loop of the receptor is known 
to be important for g-protein coupling and efficient 
activation of the Gq/11- phospholipase C beta (PLCβ) 
signaling cascade11-13.  In vitro evidence suggests that 
protein isoforms generated by different combinations 
of editing at these three amino acid codons have 
profoundly altered properties with respect to 
trafficking and signaling efficacy 7,14,15,18.  Among the 
differences between edited isoforms is variability in 
ligand independent signaling capacity, termed 
constitutive activity.  Constitutive activation of the  
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5HT2c receptor has been observed in multiple cell 
lines transfected with transcripts encoding several 
different isoforms of the receptor 14,16,18.  Importantly, 
this constitutive activity is not detectable in cells 
expressing only the fully edited receptor isoform 
encoding valine-glycine-valine (VGV) and the 
activity is significantly reduced in isoforms encoded 
by more edited transcripts VNV and VSV14.  With 
respect to ligand-dependant receptor activation, 5HT2c 
receptor agonists have reduced signaling efficacy and 
affinity for isoforms encoded by more edited 
transcripts (Figure 1b).  This reduction in agonist 
efficacy has been attributed to the existence of high 
and low affinity state receptors.  According to the 
modified ternery complex model; receptors with 
constitutive activity fluctuate between inactive (R) 
and active (R*-G) conformations and the level of 
constitutive activity is a reflection of the relative time 
spent in R*-G state.  Agonist binding promotes 
formation of R*-G complex and the affinity of an 
agonist is higher for the R*-G complex than for R.  
The more edited isoforms are less likely to achieve 
the R*-G complex in absence of agonist and therefore 
have reduced constitutive activity and exist 
predominately in a low affinity state16.  The existence 
of multiple affinity states is supported by experiments 
in which non-hydrolysable GTP analogs are used to 
fully uncouple g-proteins (G) from the R-G complex, 
resulting in only low affinity state receptors14,16.  The 

fact that all receptor isoforms tested can achieve 
similar maximal activation of PI hydrolysis suggests 
that the ability of 5HT2c receptors to couple with g-
proteins is not affected by editing and that signaling 
efficacy is primarily altered by ligand affinity and 
constitutive receptor activation16.  While a great deal 
of progress has been made in characterizing the role 
of editing at this receptor for signaling in vitro, the 
role of distinct isoforms in vivo is not understood. 

The 5HT2c receptor has a broad expression profile 
in the CNS 17 and has been repeatedly implicated in 
the regulation of feeding behavior20 and reward 
pathways19.  Based on the in vitro data, the expression 
of distinct 5HT2c receptor protein isoforms by RNA 
editing has the potential to profoundly affect the role 
of the receptor in these systems.  This review will 
focus on recent work illuminating the role of the 
5HT2c receptor in the regulation of mesoaccumbal 
dopamine, as well as this receptor’s role in regulating 
feeding behavior.  Furthermore, it will discuss 
approaches to better characterize the distribution of 
edited isoforms in various cell types and brain 
regions.  Finally, it will outline efforts to test the 
hypothesis that dynamic regulation of editing allows 
for precise modulation of behavior. 
 
5HT2C RECEPTORS REGULATE 
METABOLISM AND FEEDING BEHAVIOR IN 
MICE 

Regulating metabolism and feeding behavior is 
one of the most ubiquitous and fundamental functions 
facilitated by the mammalian nervous system.  The 
brain maintains metabolic homeostasis through 
regulation of autonomic tone, glucose homeostasis, 
and by providing the motivational drive to consume 
food.  The notion that 5HT plays an important role in 
the regulation of feeding became evident in the early 
1970’s when the drug fenfluramine came on the 
market for weight loss.  The anorexigenic effects of 
fenfluramine have been attributed to its ability to 
increase extracellular 5HT levels20.  Recent studies by 
Vickers et al, in which knockout mice lacking 5HT2c 

receptors are treated with fenflouramine, provided 
strong evidence that the 5HT2c receptor is primarily 
responsible for mediating the inhibition of feeding 
observed with fenfluramine treatment.  It was 
observed that the anorexigenic efficacy of 
fenflouramine was greatly attenuated in these 5HT2c 
null animals21.  Interestingly, phenotypic 
characterization of these mice lacking the 5HT2c 

receptor revealed that they are hyperphagic and 
develop adult onset obesity22.  More recently, 
electrophysiological and molecular techniques have 
allowed for a more precise characterization of the 
5HT2c receptor’s role in feeding.  Heisler et al provide 
strong evidence that pro-opiomelanocortin (POMC) 
neurons located within the arcuate nucleus of the 

Figure 1 | 5HT2c isoforms.  a | Proposed 7TM domain structure and amino acid 
sequence of the Serotonin 2c receptor amino acids subject to aleration by editing 
shown in colored spheres.  b | Schematic representation summarizing the 
relationship between editing and signaling efficacy of respective receptor isoforms.  
c | Pre-mRNA sequence of edited region showing editing sites and assigned 
names designated for each site.  Single letter codes for amino acids encoded by 
non-edited transcript shown in black; amino acids encoded after editing at each 
position are indicated in blue. 
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hypothalamus express the 5HT2c receptor and that 
receptor activation promotes excitability and α-MSH 
release23.  Accumulating evidence implicating the 
5HT2c receptor as a key component in the regulation 
of feeding behavior has made the receptor an 
attractive target for development of anti-obesity 
drugs20. 

To understand the 5HT2c receptor’s role in 
physiology and attempt to develop informed 
pharmacologic interventions it is imperative to 
consider the variable signaling properties observed 
among different receptor isoforms.  RNA editing of 
transcripts encoding 5HT2c receptor results in 
production of receptor proteins with profound 
differences in constitutive activity and 5HT mediated 
signaling efficacy.  Several labs have generated mice 
genetically modified to express only protein isoforms 
resulting from fully edited transcripts (VGV) or non-
edited transcripts (INI) to study the effects of these 
isoforms respectively in vivo.  Significant metabolic 
alterations in the animals which only express the 
VGV receptor isoform suggest that the role of this 
receptor in regulating metabolism is more 
complicated that previously appreciated.  Specifically, 
these mice display increased basal metabolic rate 
which was found to be independent of the 
melanocortin- 4 receptor.   Consistent with the 
hypothesis that efficient excitatory drive onto POMC 
neurons by the 5HT2c receptor is required for normal 
inhibition of feeding, these mice display adult onset 
hyperphagia similar to that observed in the 5HT2c null 
animals24.  Currently, it is not clear if this 
hyperphagia is directly related deficient activation 
POMC neurons in the Arc, or an indirect feedback 
mechanism related the enhanced basal metabolic rate.  
Importantly, these results demonstrate a previously 
unappreciated fundamental role for the 5HT2c receptor 
in regulating metabolic function. 

Throughout evolution, animals have had to cope 
with tremendous variations in food availability, across 
seasons and through generations, requiring the 
evolution of highly dynamic metabolic regulation.  
Serotonin plays an important role in maintaining 
many aspects of homeostasis, but the specific role that 
RNA editing plays in these processes is not known.  
Interestingly, it has been observed that prenatal 
dietary deficiencies can lead to altered brain serotonin 
homeostasis25, metabolic disfunction, and reduced 
sensitivity to d-fenflouramine26.  Specifically, Lopez 
de Souza et al observed significant reductions in d-
fenfluramine-induced suppression of feeding and 
arcuate c-fos activation in rats exposed to perinatal 
protein deficiency.  The levels of 5HT2c receptor 
transcripts are unchanged in these animals suggesting 
that a mechanism downstream of receptor expression 
is responsible for this lack of sensitivity26.  The RNA-
editing profile for the 5HT2c receptor has not been 

characterized in these rats, but alterations in editing 
have the potential to contribute to the findings 
observed in these studies.   Characterization of RNA-
editing dynamics in POMC neurons during normal 
development and in response to prenatal malnutrition 
may elucidate the relationship between metabolic 
disfunction and 5HT2c receptor function. 
 
5HT2C RECEPTORS REGULATE 
MESOLIMBIC DOPAMINE SIGNALING 

Animals possess the unique ability to physically 
interact with their environment in order to promote 
their own survival and reproduction.  Goal directed 
behavior and adaptive learning have evolved in higher 
vertebrates to facilitate this need to efficiently respond 
to the nearly infinite possible circumstances an animal 
may find itself in.  Mechanistically, goal directed 
behavior and adaptive learning requires; goal 
identification, perception of relevant sensory stimuli, 
generation of possible motor sequences, and 
anticipation of the relative utility of particular motor 
sequences in attaining the goal.  Furthermore, the 
ability to encode reward upon the execution of 
effective motor sequences allows animals to modify 
and perfect behavioral sequences to efficiently 
achieve goals.  The mesolimbic system, which 
includes; the Nucleus Accumbens (NAc), olfactory 
tubercle, ventral pallidum (VP), mediodorsal 
thalamus, ventral tegmental area, lateral 
hypothalamus, limbic cortex, and amygdala provides 
the neural substrate for reward associated learning and 
motivated behavior27.  Dopamine (DA) release in the 
NAc and olfactory tubercle is thought to be a key 
component in goal directed selection of motor 
programs and underlie the neural coding of reward28.  
Dopamine is supplied to the ventral striatum primarily 
by groups of neurons located in the midbrain known 
collectively as the ventral tegmental area (VTA), and 
its release in the medial shell of the NAc and medial 
olfactory tubercle directly correlates with the 
rewarding effects of achieving goals as well as the 
reinforcing effects of drugs of abuse28. 

5HT is supplied to the structures of the 
mesolimbic system by neurons in the dorsal raphe and 
plays a significant role in the regulation of NAc DA 
release33 and 5HT2c receptor transcripts can be 
detected by in situ hybridization the VTA and 
throughout the NAc17.  Studies in which selective 
5HT2c receptor agonists, antagonists, and inverse 
agonists are administered while monitoring DA levels 
in NAc via microdialysis suggest that activation of 
5HT2c receptors have a net inhibitory effect on both 
baseline and drug induced DA release in the ventral 
striatum.  Navailles et al showed that intra-accumbal 
infusion of inverse agonist SB 206553, but not 
antagonist SB 242084, increased basal DA efflux in 
the NAc.  They also showed that the acute decrease in 
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basal accumbal DA levels elicited by systemic 
infusion of agonist Ro 60-0175 was attenuated by 
intra VTA infusion of antagonist SB 24208439.  Taken 
together, these results suggest that phasic activation of 
receptors in the VTA attenuates DA release and 
constitutive activity of receptors in the NAc provide 
tonic suppression of DA release.  Further supporting 
an inhibitory role for 5HT2c receptors with respect to 
DA release, Gobert et al showed that systemic 
administration of inverse agonist and agonist dose 
dependently increased and decreased respectively, the 
firing rate of DAergic neurons in the VTA33.  
Activation of 5HT2c receptors has been shown to 
excite cells via activation of PLC and subsequent 
modulation of ion channel activity29,30.  These 
observations have lead to the hypothesis that 5HT2c 

receptors in the NAc and VTA negatively regulate 
DA release by DAergic neurons by activating 
inhibitory GABAergic interneurons which, in turn, 
directly inhibit DAergic neuron activity.  In 
agreement with this hypothesis, immunoreactivity has 
been observed primarily in GABAergic cell bodies in 
the VTA and NAc as implied by co-staining of cells 
with antibodies against glutamate decarboxylase the 
enzyme that synthesizes GABA from glutamate31, 32.     

Recently, several studies have attempted to 
evaluate the effects of various serotonin receptor 
ligands on the acquisition of stimulant addiction and 
on reinstatement of drug seeking behavior after 
extinction.  The inhibitory role of 5HT2c receptor 
agonists on DA release has lead to the hypothesis that 
such drugs could be effective in treating addiction.  
Indeed, several studies have indicated that systemic 
administration of agonists decreases the acute 
hyperlocamotive response to stimulants and reduces 
self-administration and reinstatement of cocaine 
seeking bahavior34.  As noted above, investigation 
into the regulation of DA by 5HT2c receptors has 
indicated that several distinct populations of receptors 
exist each with different functional roles in regulation 
of DA19, 34.  All of the subcortical 5HT2c receptor 
populations analyzed to date seem to provide a net 
inhibitory drive on NAc DA release, but the 
differential responses to inverse agonists, antagonists, 
and agonists suggests that the receptors play distinct 
roles in responding to 5HT.  Functional differences of 
5HT populations merit further investigation; it is 
possible that select cell types express different edited 
isoforms with variable levels of constitutive activity 
and provide tonic or phasic control of DA release 
respectively. 
 
CONCLUSIONS  

A number of studies have attempted to profile the 
distribution of 5HT2c receptor edited isofoms in the 
brains regions of humans who had suffered from 
neuro-pathologies, particularly depression and 

schizophrenia35,36.  One study by Gurevich et al 
reported that changes in editing observed in pre-
frontal cortex of suicide victims was the opposite (at 
each respective editing site) of the changes that could 
be induced by treating mice with the SSRI 
fluoxetine36.  The authors suggested not only that 
altered editing may contribute to pathology in 
humans, but also that editing could be manipulated by 
pharmacologic intervention affecting 5HT tone.  
Following these findings, effort was spent attempting 
to elucidate how sustained alterations in 5HT tone via 
pharmacologic intervention might affect editing of 
5HT2c receptor transcripts.  Englander and Gurevich 
subsequently provided evidence for dynamic 
modulation of RNA editing by a number of factors 
including stress37, 5HT depletion38, and SSRI 
treatment36,37.  The possibility that RNA editing can 
be dynamically modulated in a substrate specific 
manner carries compelling implications with respect 
to normal and pathologic brain function.  While the 
relationship between RNA editing dynamics, drug 
treatment, and behavioral pathology is not 
understood, it is an important phenomenon to 
consider when studying CNS function.   

Accumulating evidence implies that the 5HT2c 

receptor is a key component in the transduction of 
5HT’s signal in the CNS.  This review discussed 
receptor function in two key systems which regulate 
fundamental aspects of behavior; hypothalamic 
regulation of metabolism, and DA regulation in the 
ventral striatum.  In addition to being medically 
relevant behavioral systems, these circuits are 
relatively well characterized, have readily observable 
outputs, and several well established experimental 
paradigms.  With the recent development of tools 
such as knock-in mice expressing only specific edited 
isoforms of the receptor, and selective ligands, it will 
be possible to begin understanding the role of this 
neurotransmitter receptor’s unique and complex 
molecular biology.  Serotonin related drug 
intervention is at the forefront of the struggle to treat a 
wide array of psychiatric disorders.  To develop 
informed therapies based on modulation of serotonin 
signaling it is imperative to understand the role played 
by this prominent monoamine receptor. 
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The vast majority of inhibitory neurotransmission in 
the brain is mediated by γ-aminobutyric acid 
(GABA).  It has been detected in approximately 30% 
of all synapses1 and acts via ionotropic GABAA 
receptors, which mediate fast inhibitory 
neurotransmission2, and metabotropic GABAB 
receptors, which mediate slower inhibitory effects3.  
GABAA receptors (GABAARs) are chloride channels 
belonging to the Cys-loop receptor superfamily of 
ligand-gated ion channels (LGIC), which also 
includes nicotinic acetylcholine receptors (nAChR), 
5-hydroxytryptamine type 3 receptors (5-HT3), and 
glycine receptors (GlyR)4.  Like most members of this 
superfamily, GABAARs are pentamers that are 
assembled from an array of homologous subunits.  All 
subunits share a common structure: each contains a 
large, extracellular N-terminal domain, which 
contains the ligand-binding site and the eponymous 
Cys-loop; four α-helical transmembrane domains 
(M1-4); a large intracellular loop between the third 
and fourth transmembrane helices (M3-M4 loop); and 
a very short, extracellular C-terminal domain5 (Figure 
1a).  

Nineteen subunits, grouped by sequence 
homology into eight subunit families, have been 
identified for the GABAA receptor: α1-6, β1-3, γ1-3, 
δ, ε, π, and ρ1-36.  Several of these subunit subtypes 
also undergo alternative splicing and/or RNA editing, 
further increasing the potential diversity of GABAA 
receptor isoforms.  Each subunit exhibits a 
characteristic expression pattern in the brain; 
however, these patterns overlap extensively.  Indeed, 
a single neuron can express many subunits 
simultaneously.  Consequently, many but not all of 
the mathematically-possible GABAAR isoforms could 
exist somewhere in the brain.  The most common 

isoforms, however, are thought to comprise two α 
subunits, two β subunits, and one γ or δ subunit7-9 
(Figure 1b), though this remains a subject of 
vigorous debate. 

The large variety of GABAAR isoforms exhibit a 
concomitant variety of physiological properties2.  For 
instance, most receptors containing a γ subunit are 
located in the synapse, where they mediate phasic 
inhibition in response to presynaptically-released 
GABA10.  These receptors have a relatively low 
affinity for GABA, activate quickly, desensitize 
extensively, and deactivate slowly.  Conversely, 
receptors containing a δ subunit are located outside 
the synapse, where they mediate tonic inhibition in 
response to low concentrations of ambient GABA.  
Unsurprisingly, δ-subunit-containing receptors also 
differ physiologically; they have a relatively high 
affinity for GABA, activate slowly, desensitize 
minimally, and deactivate rapidly11. 

Additionally, GABAARs have been linked to 
many diseases and disorders, including epilepsy12-14, 
insomnia15, anxiety16, depression16, schizophrenia17, 
alcoholism18, and autism19.  Predictably, then, 
GABAARs are targeted by numerous drugs, 
particularly sedatives, anxiolytics, and 
anticonvulsants; examples include benzodiazepines, 
zolpidem, etomidate, and propofol20, 21.  Both the 
pathology and the pharmacology of GABAARs 
depend highly upon receptor subunit composition – 
for instance, epilepsy-associated mutations have been 
identified only in the α1, β3, γ2, and δ subunits, and 
benzodiazepines act only at receptor isoforms 
containing both a γ subunit and certain α subunits. 

Given the prevalence of GABAAR expression, the 
pathology resulting from receptor malfunction, and 
the pharmacological dependence upon isoform 
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identity, it is clearly important to understand the 
process of receptor assembly.  Therefore, in this 
review, we will examine the generation of GABAAR 
diversity.  First, we will review the general processes 
of receptor biogenesis, after which we will discuss the 
selective oligomerization of GABAAR subunits.  
Finally, we will examine the ultimate product of these 
processes: native GABAA receptor isoforms. 
 
BIOGENESIS OF GABAA RECEPTORS 

As with other LGICs, GABAA receptor subunits 
are inserted co-translationally into the membrane of 
the endoplasmic reticulum (ER).  There, they fold and 
oligomerize in a process that depends heavily upon 
ER-resident chaperones.  The process of receptor 
oligomerization is slow and inefficient; studies 
suggest that approximately 70% of subunits are 
degraded without being incorporated into a 
pentameric receptor, and receptors do not appear on 
the cell surface for several hours following 
transfection22.  While in the ER, GABAA receptor 
subunits also undergo typical protein modifications, 
including the early stages of N-linked glycosylation.  
Interestingly, however, N-linked glycosylation is not 
required for subsequent forward trafficking, although 
multiple glycosylation sites have been identified on 
all subunits23 and glycosylation is necessary for 
proper assembly and trafficking of other Cys-loop 
receptors24, 25.  Properly folded and assembled 
subunits proceed to the Golgi apparatus, where they 
undergo further modification such as palmitoylation 
and glycan trimming26.  With the assistance of 
multiple GABAAR-associated proteins, receptors are 
then trafficked to the neuronal surface.  They may be 
inserted directly into their final subcellular location 
(i.e. post-, peri-, or extrasynaptic), or they may diffuse 
into that location after membrane insertion27.  Finally, 
GABAARs undergo constitutive and activity-
dependent endocytosis (both clathrin-dependent and 
clathrin-independent)28, after which they are recycled 

to the cell surface or targeted for lysosomal 
degradation.  Every step of GABAA receptor 
assembly and trafficking is regulated by signals 
within the subunits29 as well as by various associated 
proteins30. 
 
SELECTIVE OLIGOMERIZATION OF GABAA 
RECEPTOR SUBUNITS 

After temporal and spatial regulation of subunit 
expression, the first (and, arguably, the most 
important) opportunity for a neuron to control what 
GABAA receptor isoforms it will produce is the 
process of selective subunit oligomerization.  
Presumably, a neuron expressing many GABAAR 
subunit subtypes would have a hierarchical yet 
flexible assembly mechanism that favors association 
between certain subunits and, ultimately, directs the 
incorporation of assembly intermediates (e.g. dimers, 
trimers) into full receptors.  Indeed, several studies 
have indicated that, though all subunit combinations 
can form oligomers, only a subset can form 
pentamers23.  This is a key distinction because 
pentamers are trafficked to the cell surface, but 
oligomers of lower molecular weight are retained in 
the ER and subsequently degraded23, 31.  Importantly, 
some disease-causing mutations appeared to reduce 
surface expression and function by disrupting the 
process of oligomerization14. 

Expression of recombinant subunits in 
heterologous cells has provided insight into the 
“rules” governing assembly of the most prevalent 
subunit subtypes.  When expressed individually, α1, 
β2, and γ2 subunits formed primarily monomers and 
dimers, as did combinations of γ2 with either α1 or 
β2/3.  Conversely, co-expression of α1 and β2/3 
subunits, with or without γ2 subunits, predominantly 
yielded pentamers, indicating that the combination of 
α and β subunits is necessary and sufficient for 
complete receptor assembly31, 32.  Interestingly, 
however, receptors including a third (non-α/β) subunit 
appear to assemble more efficiently.  When α, β, and 
a third subunit (either γ, δ, ε, or π) were co-expressed 
in heterologous systems, the kinetic signature of αβ 
receptors could not be detected33-35; furthermore, that 
signature has been detected in very few neurons36, 37.  
Clearly, both neurons and heterologous cells are 
capable of selective oligomerization, suggesting the 
existence of assembly signals within the subunits 
themselves.   

Several studies have, in fact, isolated amino acid 
sequences and individual residues that are important 
for specific subunit interactions29, 38.   These 
sequences have been identified in the α139-43, α639, 
β342-45, γ242, 46, and γ347 subunits, primarily in the 
large N-terminal domain, though there were some 
reports of assembly sequences in the M3-M4 loop48, 

49.  Although homology modeling based on the 

Figure 1 | GABAA receptor morphology.  a | Structure of a GABAAR subunit.  
Cys-loop cysteines marked in orange; transmembrane domains enclosed in 
cylinders and numbered 1-4.  b | Schematic view of most common GABAAR 
isoform  (putative) from the synaptic cleft .  G = GABA binding site; BZ = 
benzodiazepine binding site. 
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nAChR50 and AChBP51 has provided some insight 
into the structural basis of these interactions, it is 
important to note that these sequences might not 
directly contact adjacent subunits; rather, they might 
simply facilitate oligomerization by encouraging 
proper protein folding.    
 
HETEROGENEITY IN VIVO: NATIVE GABAA 
RECEPTOR ISOFORMS 

Most studies mentioned thus far have been 
conducted in heterologous expression systems or in 
cultured neurons.  Because of the great potential for 
GABAAR heterogeneity, it is necessary to use such 
systems to investigate properties of specific subunits 
(i.e. assembly sequences) and isoforms (i.e. kinetic 
and pharmacological properties).  Unfortunately, 
these studies cannot answer a crucial question: what 
GABAA receptor isoforms actually exist in the brain?  
In an attempt to construct a standardized response to 
that question, the International Union of 
Pharmacology recently established a list of potential 
native GABAAR oligomers6.  These receptor isoforms 
were divided into three categories (“identified”, 
“existence with high probability”, and “tentative”) 
based on multiple types of evidence.  The authors also 
specified a logical strategy, summarized below, for 
determining whether or not a receptor isoform exists 
in vivo.  First, the long list of potential isoforms can 
be narrowed based on subunit co-expression patterns, 
which can be ascertained by in situ hybridization and 
immunoreactivity.  If subunits are indeed co-
expressed in a specific cell type, evidence for 
association of those subunits should then be sought, 
primarily through co-immunoprecipitation.  Subunits 
that associate should be co-expressed in heterologous 
systems, where electrophysiology can be performed 
and characteristic kinetics and pharmacology can be 
assessed.  These characteristic properties can then be 
sought in neurons.  Finally, knockout animals can be 
created and studied for the absence of characteristic 
physiology and pharmacology associated with 
isoforms containing the deleted subunit.  The list of 
“identified” and “high probability” isoforms, along 
with their localization (regional and subcellular) and 
basic forms of inhibition (phasic or tonic), is 
presented in Table 1.   
 
Isoforms that have been unequivocally identified 

Given the widespread distribution of the α1β2γ2 
GABAAR isoform, it is perhaps unsurprising that this 
isoform is thought to account for up to 60% of all 
GABAA receptors in the brain20.   Mice lacking either 
the α1 or β2 subunit have been generated; in both 
lines, total GABAAR expression in the brain was 
reduced by more than 50%52.  A γ2 knockout mouse 
was found to lack 94% of all benzodiazepine binding 
sites53 (recall that the BZ binding site is located at the 

interface of an α and a γ subunit; consequently, this 
result indicates that receptors including the γ1 or γ3 
subunit might make up only 6% of all αβγ receptors).  
As indicated in Table 1, the other five α subunits can 
likewise co-assemble with β and γ2 subunits.  Strong 
evidence for the existence of these αxβxγ2 receptors 
is provided by isoform-specific pharmacology from 
benzodiazepine (BZ) site ligands.  Such ligands 
include classic benzodiazepines (i.e. diazepam); 
imidazobenzodiazepines (i.e. flumazenil and Ro15-
4513); and the so-called “Z-drugs” (i.e. zolpidem and 
zaleplon). 

Classic benzodiazepines cannot bind receptors 
containing α4 or α6 subunits, and they have much 
lower affinity for receptors containing γ1 or γ3 
subunits than for receptors containing γ2 subunits.  
Furthermore, through the use of transgenic mice, the 
various actions of benzodiazepines have been 
attributed to specific α subunit subtypes.  Point 
mutations conferring diazepam insensitivity were 
introduced into the genes of individual α subunits and 
the resulting mice were subjected to behavioral tests 
with and without administration of diazepam54, 74, 75.  
Results indicated that the α1 subunit mediated the 
sedative, anterograde amnestic, and some of the 
anticonvulsant effects of diazepam74, 76; the α2 and α3 
subunits mediated the anxiolytic and muscle-relaxant 
effects54, 75 and the α5 subunit was involved in 
amnestic effects as well as other aspects of learning 
and memory.  Imidazobenzodiazepines, however, 
bind without regard to α subunit subtype.  Therefore, 
receptors that are benzodiazepine-insensitive but 
imidazobenzodiazepine-sensitive can be identified as 
α4βγ2 or α6βγ2 isoforms.  Conversely, Z-drugs act 
with differing potency at BZ-sensitive isoforms 
containing α1,2,3, or 5; specifically, they display high 
potency at α1βγ2 isoforms, lower potency at α2βγ2 
and α3βγ2 isoforms, and no action at α5βγ277.  Taken 
together, these pharmacological properties allow 
positive identification of α1βγ2 and α5βγ2 receptors, 
as well as tentative identification of α(2,3)βγ2 and 
α(4,6)βγ2 receptors; however, expression patterns can 
differentiate these latter two pairs of isoforms.  
Consequently, all αβγ2 isoforms are considered to 
have been identified in vivo.   

The aforementioned evidence accounts for six of 
the 11 identified native isoforms.  Four of the 
remaining five isoforms contain the δ subunit, which 
possesses many unusual properties that help to 
identify δ-subunit-containing isoforms in vivo.  First, 
the δ subunit has been found exclusively in 
extrasynaptic membranes, where it is incorporated 
into receptors that have a high affinity for GABA and 
mediate a constant, “tonic” current with low 
amplitude and little desensitization11, 78.  The 
pharmacology of δ-subunit-containing receptors is 
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Table 1 | GABAAR isoforms likely to exist in vivo. 

List of isoforms from reference 6, which also identifies “tentative” isoforms that assembled in heterologous systems 
(ρ1-3, αβγ1, αβγ3, αβε, αβθ, αβπ, and αxαyβγ2).  Also see the following general references: in situ hybridization70; 
immunohistochemistry71, 72; reviews20, 73 . 
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also very different from that of γ-subunit-containing 
receptors.  Though GABA binds to δ-containing 
isoforms with high affinity, its efficacy is relatively 
low.  Conversely, ethanol79 and neuroactive steroids80 
act strongly at δ-subunit-containing receptors.  
Demonstration of these properties in vivo56, combined 
with co-localization, co-immunoprecipitation, and 
gene deletion studies81, have allowed identification of 
the δ-subunit-containing receptors listed in Table 155.   

The last isoform that has been identified 
unequivocally in vivo comprises ρ subunits alone.  
These receptors, previously classified as GABAC 
receptors due to their unique pharmacology, are 
expressed predominantly in retinal bipolar cells63; 
however, low levels of ρ subunit transcripts have also 
been detected in hippocampus82, cerebellum83, 
amygdala84, and certain brain areas important for 
visual signal processing (superior colliculus, lateral 
geniculate nucleus, and visual cortex)62, 83 .  Evidence 
for both homomeric and heteromeric ρ isoforms has 
been reported85, 86; consequently, the subunit subtypes 
present in these receptors remain undefined. 
 
Isoforms that exist with high probability 

Finally, we will briefly discuss the evidence 
supporting the “existence with high probability” of 
certain key GABAAR isoforms listed in Table 1.  
Each of these isoforms assembles efficiently and has 
been studied extensively in heterologous systems11, 31, 

33, 35, 80, 87-89; moreover, the subunits are co-expressed 
in vivo70-72.  Indeed, most were not classified as 
“identified” simply because few animal studies have 
been conducted.  First, although α1 and γ2 subunits 
seem to partner most frequently with the β2 subunit, 
expression patterns indicate that this cannot always be 
the case, because certain areas expressing the α1 and 
γ2 subunits do not express the β2 subunit71.  In these 
areas, it is quite likely that α1β3γ2 receptors are 
formed, as indicated by various pharmacological 
properties64.  The evidence supporting the existence 
of α5β3γ2 is also extensive; the only reason that it is 
not considered to be unequivocally identified is that, 
to date, α5 and β3 have not been co-
immunoprecipitated6.  However, these three subunits 
have been co-localized71, α5 and β3 subunits were co-
depleted in knockout mice6, α5-selective etomidate 
effects have been identified90, and electrophysiology 
indicates that this isoform mediates tonic inhibition in 
the hippocampus66.  Another widely-accepted 
isoform, α1βδ, clearly assembled in heterologous 
systems and responded to known modulators of δ-
subunit-containing receptors.  Furthermore, one recent 
report identified this isoform in molecular layer 
interneurons of the hippocampus65.   Finally, as 
previously mentioned, two different αβ isoforms have 
been identified in rat brain via sequential co-
immunoprecipitation37 and electrophysiology36. 

CONCLUDING REMARKS 
GABAA receptors in the brain are ubiquitous, 

implicated in many diseases, and highly 
heterogeneous.  Each receptor isoform exhibits unique 
physiological and pharmacological properties and a 
characteristic expression pattern.  Consequently, a 
thorough understanding of GABAAR assembly, 
trafficking, and function could yield significant 
therapeutic advantages, such as isoform-specific 
drugs that minimize unwanted side effects.  Currently, 
only 11 GABAAR isoforms have been conclusively 
identified in vivo, and the existence of another six is 
considered to be highly probable.  Further study of the 
assembly, trafficking, and function of these receptors 
may improve clinical practice, as will attempts to 
identify other GABAAR isoforms that occur in the 
brain. 
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Imagine that while watching the latest episode of your 
favorite television show, you suddenly hear glass 
breaking at your kitchen door. Although you’re in the 
middle of an important scene, you freeze and strain 
your ears to try and listen for other sounds. Is 
someone trying to break in or has your cat knocked 
over a glass? Attention allows us to process important 
stimuli, like the sound of a possible intruder, at the 
expense of other items present in our environment 
(e.g. the television)3. As noted by the authors of a 
recent model of the neural systems of attention, 
reorienting attention toward “novel, potentially 
threatening” stimuli is of great importance4, 5. Fear 
conditioning studies in rodents and humans have 
shown that the amygdala is important for the 
acquisition and expression of conditioned fear and 
mediates a variety of behavioral and autonomic 
responses to threat-related cues6-8. Using positron 
emission tomography (PET) and functional magnetic 
resonance imaging (FMRI), investigators have found 
that the amygdala also responds preferentially to 
emotional faces9, 10 and scenes11. For scenes, this 
response may depend on the arousal level of a 
stimulus rather than its valence12-14. Arousal refers to 
the energy or intensity level of a stimulus and can 
range from calm to excited, whereas valence indicates 
how pleasant or unpleasant a stimulus might be15. 
Early lesion studies in animals suggested that the 
amygdala might play a role in orienting to novel 
events16 and low level amygdala stimulation can lead 
to “attention”-like orienting responses17 and increased 
cortical arousal18. Behavioral data show that 
emotionally salient stimuli can be better identified 
than neutral items19-21, may lead to facilitated 
detection of subsequent stimuli22, 23 and can impair 
detection of other important events24-27, possibly by 
“capturing” attention. The anatomical projections of 
the amygdala may enable it to influence attention via 

modulation of sensory areas28, cortical regions 
implicated in attentional orienting and control29, and 
subcortical structures involved in modulating arousal 
and attention30. This review will focus on evidence for 
the amygdala’s role in modulating attention based on 
these three patterns of connectivity. 

 
SENSORY MODULATION 

According to the biased competition model of 
attention31, stimuli in the environment compete for 
processing resources based on a combination of 
sensory salience and relevance to current goals. Top-
down attention that biases sensory processing based 
on behavioral relevance is thought to be allocated by a 
frontoparietal network that includes the frontal eye 
fields (FEF) and areas along the intraparietal sulcus 
(IPS)4. These regions modulate activity in sensory 
areas in response to cues in order to direct covert 
attention32-35 by increasing gain at attended locations36 
or by altering feature tuning37. Anatomical tracing 
studies in non-human primates have demonstrated 
that the amygdala sends topographically organized 
feedback projections to higher order visual areas (e.g. 
areas TE and TEO in the macaque) and sparser 
projections to earlier levels of the visual pathway 
including primary and secondary visual cortices28, 38, 

39. These feedback connections from the amygdala to 
visual cortex may act in parallel to top-down attention 
by transiently boosting perceptual processing of 
emotional stimuli, allowing them to “out-compete” 
non-emotional items for available resources28, 40. 

Increased activity in primary and secondary visual 
cortices and the fusiform gyrus has been observed 
while participants view emotional relative to neutral 
faces41-43 and scenes,12, 44, 45 with a greater response to 
scenes than faces11, 46. The level of activity in the face 
responsive region of the fusiform gyrus varies as a  
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function of the amygdala response to fearful 
compared to neutral faces42 even when the faces 
appear outside the current focus of attention,43 as long 
as attentional or perceptual resources are available47, 

48. Vuilleumier and colleagues49 performed a novel 
FMRI study using patients with damage to the 
amygdala and/or hippocampus due to medial temporal 
lobe epilepsy and healthy adult controls in order to 
examine the necessity of the amygdala for affective 
perceptual enhancement. Healthy adults and patients 
with damage limited to the hippocampus showed the 
expected increase in fusiform activity in response to 
fearful compared to neutral faces. Critically, this 
differential fusiform response to emotion was 
attenuated in patients who had amygdala damage and 
the level of right or left fusiform activity decreased as 
the level of ipsilateral amygdala sclerosis increased.  

If emotional stimuli processed by the amygdala 
are more strongly represented in sensory areas, two 
potential predictions follow: when these stimuli 
appear at task relevant locations, they should be more 
readily detected and when they are task-irrelevant (i.e. 
distractors) they should interfere with detection of 
concurrent stimuli. Anderson and Phelps have 
proposed that the amygdala enhances sensory 
processing to facilitate attention for emotional stimuli 
based on a manipulation of the attentional blink (AB) 
paradigm50. In the AB task, detection of a target 
during a rapid serial visual presentation display 
temporarily impairs processing of a subsequent 
target51, 52. If an arousing, aversive word appears as a 
target at a short interval following the first target, it is 
more accurately identified than a neutral word even 
when emotion is irrelevant for the task20. Unlike 
healthy adults, patients with left or bilateral amygdala 
damage do not exhibit increased identification of 
aversive second targets50. However, there is no direct 
evidence that this results from sensory enhancement. 
Several studies have looked at how fearful faces 
impact performance on visual search tasks. One 
behavioral study found that task-irrelevant fearful 
faces may facilitate subsequent search for neutral 
items appearing in the same spatial location23. Greater 
amygdala activation in response to masked fearful 
faces correlates with faster detection of positive or 
negative schematic faces during a subsequent 
behavioral task53. In contrast to these findings, 
Williams and colleagues54 observed that participants 
were worse at detecting fearful compared to happy 
faces in the presence of neutral face distractors even 
though the amygdala was more active when fearful 
faces were present in a search display. However, 
perceptual differences between the face stimuli may 
have led to the results of this study.  

Lavie’s model of selective attention under load 
indicates that processing of distractors decreases if the 
perceptual load of a task is high55. This suggests that 

emotional distractors present outside the current focus 
of attention may not always be processed by the 
amygdala and would therefore be incapable of 
influencing behavior. Consistent with this model, Hsu 
and Pessoa found that activity for fearful and neutral 
face distractors in the amygdala and fusiform gyrus 
decreased when the number of distinct items in a 
search display increased (reflecting greater perceptual 
load). When the sensory salience of the search display 
was degraded to reach the same level of difficulty as 
the perceptual load condition, face related activity 
increased relative to a baseline condition56. Reaction 
times on the search task were slower when faces were 
present, as compared to absent, during the salience 
condition, supporting the idea of increased distractor 
interference. Although activity in the amygdala and 
fusiform gyrus was greater for fearful faces relative to 
neutral faces during this condition, reaction times did 
not differ by expression. In summary, although much 
data strongly suggests that the amygdala can modulate 
sensory areas, there is little evidence that this 
modulation has a behavioral correlate.  
 
ATTENTIONAL MODULATION 

The effect of emotion on spatial attention has 
been extensively studied using a modified spatial 
cueing paradigm called the dot probe task57, 58. In this 
task, subjects typically view a pair of words, faces, or 
scenes in which one item is threat-related and the 
other neutral. A brief target stimulus is then presented 
in the same or opposite location as the emotional 
item. The affective cue is thought to attract attention 
in a stimulus-driven manner because it is not 
predictive of the upcoming target location. Several 
neuroimaging studies have used this task to examine 
the possibility that the amygdala facilitates spatial 
attention by interacting with regions involved in 
attentional allocation rather than by sensory 
enhancement alone. Armony and Dolan59 used a 
version of this task combined with differential 
classical conditioning in an FMRI experiment to 
examine whether aversively conditioned cues could 
direct spatial attention. During trials in which an 
angry face that had previously been paired with an 
unpleasant noise (CS+) was presented with a different 
angry face unpaired with noise (CS-), participants 
were faster to detect a target when it appeared in the 
same location as the CS+ (cued trials) and slower 
when the target followed the CS- (uncued trials). The 
amygdala and fusiform gyrus were more active during 
presentations of the CS+ than the CS-. Crucially, the 
putative FEF, IPS, and lateral orbitofrontal cortex 
were more active during cued and uncued trials 
compared to when only the CS+ or CS- was presented 
on both sides of fixation. The behavioral and imaging 
data thus support the hypothesis that attention was 
modulated by the conditioned stimulus. Pourtois and 
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colleagues found that following the appearance of a 
fearful face cue, the response in IPS contralateral to 
the fearful face was decreased for uncued targets, an 
effect that was not observed during cue-only trials60. 
The authors interpreted this to mean that allocating 
attention to emotional stimuli may produce a 
“processing cost” when subjects must subsequently 
reorient attention. However, the consequence of a 
potential processing cost in IPS is unclear, since there 
was no behavioral difference associated with fearful 
face cues and no amygdala activation was observed 
during this experiment. In typical spatial cueing 
studies, differences in reaction time between cued and 
uncued trials are not always found when the cue-
target stimulus onset asynchrony (SOA) is 
approximately 200-500 msec61, the interval used in 
the Pourtois study. The two experiments using a short 
cue-target SOA (<150 msec) in the dot probe task 
have found amygdala activation to fearful or angry 
face cues as well as cue validity effects, consistent 
with a role for the amygdala in orienting attention to 
potential threat59, 62, 63.  

Novel, unexpected environmental stimuli attract 
attention and elicit an orienting response that 
habituates rapidly in the absence of a significant 
associated outcome64, 65. The human amygdala 
responds to unfamiliar neutral faces66, 67 and unusual 
scenes12, but this response decreases quickly. Lesion 
studies in rats have shown that the amygdala is 
necessary for the acquisition of conditioned 
orientation to visual or auditory cues that cue food 
delivery, but does not participate in unconditioned 
orienting65, 68, 69. Several investigators have proposed 
that the amygdala acts as a detector for emotionally or 
biologically salient information67, 70 and may provide 
an interrupt signal to reorient attention to highly 
important events7, 63. In contrast, an influential model 
of attention suggests that a ventral frontoparietal 
network, including the temporoparietal junction 
(TPJ), anterior insula and regions of the middle and 
inferior frontal gyri, is responsible for reorienting 
attention to behaviorally relevant events4, 5. A recent 
study found that the inferior frontal component of this 
network was specifically engaged during infrequent, 
presumably unexpected attentional shifts71. The 
inferior frontal gyrus makes up a significant portion 
of the ventrolateral prefrontal cortex72 (VLPFC). 
Although the amygdala has few connections to lateral 
prefrontal and posterior parietal cortices, it has 
moderate reciprocal connections to the ventral-most 
portion of the inferior frontal gyrus, corresponding to 
area 47/12 of the VLPFC29, 39, 73. The potential 
functional similarities and anatomical connections of 
the VLPFC and amygdala suggest a possible 
mechanism by which the amygdala could influence 
cortical attentional networks in response to 
emotionally salient events, particularly if they are 

unanticipated. Brain regions involved in detecting 
unexpected or infrequent environmental changes have 
often been studied using oddball paradigms in which 
subjects detect a rare discrepant target among a series 
of standard stimuli4. The amygdala and VLPFC 
respond more to rare targets in auditory oddball 
tasks74, 75 when they elicit an arousal response76 and to 
aversive words presented among neutral words, but 
not to neutral oddballs differing in semantic or 
perceptual features77. Fichtenholtz and colleagues 
presented two groups of subjects with infrequent 
squares and aversive or neutral scenes among 
standard circle stimuli to examine whether attentional 
networks responded differently depending on whether 
the emotional items were relevant to current goals78, 

79. The VLPFC was engaged by infrequently 
presented scenes regardless of task relevance but the 
response was greater for aversive than for neutral 
items. Reaction times were slowest for aversive 
scenes regardless of target status and fastest for 
square targets. These data support the idea that the 
VLPFC is involved in redirecting attention to novel 
events and suggest that it can be modulated by 
stimulus valence and/or arousal possibly due to input 
from the amygdala78, 79. In contrast, the IPS and TPJ 
did not appear to respond to infrequent aversive 
stimuli unless they were targets.79 However, several 
complications arise when interpreting these results 
because the emotional stimuli used were negative and 
arousing. The right VLPFC has been linked to 
emotion regulation80, 81 and response inhibition82, and 
it is possible that the response to aversive items 
reflects greater cognitive control rather than 
attentional capture. Additionally, several studies have 
suggested that arousal itself may be particularly 
important for engaging the VLPFC76, 83, and different 
parts of the inferior frontal gyrus may be sensitive to 
valence and arousal84. Two recent studies suggest that 
the amygdala and VLPFC may interact to evaluate 
emotional stimuli85, 86. Future studies could vary 
stimulus valence and arousal and more rigorously 
manipulate task-relevance and attentional focus to 
investigate the specific conditions under which the 
VLPFC and amygdala are employed.  

When an affectively salient stimulus is irrelevant 
to ongoing goal-directed behavior and is not 
sufficiently important, attention is not fully redirected 
and is instead maintained on the current task. For 
example, distracting emotional information can cause 
subjects to respond more slowly78, but performance 
failure occurs only when processing capacity is nearly 
exhausted25. The rostral, pregenual cingulate region 
corresponding to areas 24 and caudal 32 (rACC) is 
thought to have a role in detecting or resolving 
emotional distraction87, 88 and has direct reciprocal 
projections with the amygdala29. The rACC is more 
active when participants must ignore negative 
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compared to neutral word content during emotional 
Stroop tasks87, 89, when fearful faces appear at 
unattended locations43 and when aversive scene or 
fearful face distractors appear unexpectedly78, 90. 
Although these studies suggest a role for the rACC in 
detecting or resolving emotional distraction, most 
failed to show a behavioral correlate reflecting 
interference. In a modified attentional blink paradigm, 
task-irrelevant emotional items presented shortly 
before a target decrease target detection accuracy 
compared to neutral distractors25. Interestingly, this 
effect occurs for aversive, erotic, and conditioned 
complex scenes25-27 but not fearful faces91, possibly 
indicating the importance of arousal in capturing 
attention. Using FMRI, Most and colleagues92 found 
that aversive scene distractors interfered with target 
detection and were associated with increased 
amygdala activation when compared to neutral 
scenes. Greater rACC activation in this study 
appeared to be driven by individual differences in 
subjects’ ability to ignore emotional scenes, as 
evidenced by decreased amygdala activity. 
Conversely, a recent FMRI study found that more 
accurate detection of fearful relative to neutral face 
second targets in the AB task was related to greater 
rACC response in the absence of amygdala 
activation21. In this case, the fearful expression was 
unimportant for reporting facial identity and greater 
rACC activity could have reflected increased attention 
when participants were aware of the emotional 
stimulus. From these studies, it is unclear whether the 
rACC detects and/or resolves affective interference. 
Control of attention over distracting information is 
typically studied using Stroop-type paradigms in 
which conflict must be monitored or resolved93 and 
none of these studies examined rACC function in 
conflict situations per se94. Etkin and colleagues94, 95 
developed a task in which participants had to report 
whether faces were fearful or happy while ignoring a 
congruent or incongruent word label, thereby 
providing response conflict. Conflict resolution was 
defined based on trials in which an incongruent trial 
followed a previous incongruent trial whereas conflict 
detection was thought to occur when an incongruent 
trial followed a congruent trial. In support of this 
dichotomy, amygdala activation increased during the 
conflict detection condition and subjects were slower 
to respond compared to the conflict resolution 
condition, which was associated with increased rACC 
activity and a concurrent decrease in amygdala 
response94.  
 
LINKS TO NEUROMODULATORY SYSTEMS 

The amygdala may also influence sensory 
processing and attention through its connections with 
subcortical neuromodulatory systems39. Numerous 
studies have examined the importance of the 

amygdala and locus coeruleus noradrenergic system 
for emotional memory96, but little work has been done 
to determine whether norepinephrine modulates 
attention to affective stimuli. A behavioral study in 
humans showed that increasing the availability of 
norepinephrine through a reuptake inhibitor improved 
the ability of subjects to detect emotional compared to 
neutral targets in an attentional blink task97. Tentative 
support for amygdala involvement in this process 
comes from a recent FMRI experiment showing 
increased amygdala activity to fearful faces in 
participants who had taken the same reuptake 
inhibitor98. The amygdala is also reciprocally 
connected with the nucleus basalis39, which provides 
cholinergic input throughout cortex and is thought to 
be important for a variety of attentional functions 
such as normal attentional shifting to unattended 
targets99-101. Classical conditioning studies in animals 
have shown that amygdala-mediated release of 
acetylcholine is important to return auditory cortex 
neuron receptive fields to prefer a conditioned 
stimulus102. In humans, frequency specific changes in 
auditory cortex during differential classical 
conditioning are correlated with increased amygdala 
and basal forebrain103 activity, which appears to be 
dependent on acetylcholine104. The amygdala also 
contributes to acetylcholine-dependent EEG 
desynchronization, which is thought to reflect 
increased cortical arousal or attention105, 106. When the 
relationship between a cue and its conditioned 
outcome changes unexpectedly, the amygdala 
interacts with a network that includes the nucleus 
basalis, substantia nigra and posterior parietal cortex 
to increase attention to the cue65, 107-109. Participants 
who had taken a cholinesterase inhibitor initially 
showed impaired performance during a house-
matching task in the presence of unattended fearful 
faces compared to those who received a placebo, 
suggesting greater attentional capture by the fearful 
faces with increased acetylcholine levels110. The 
subjects who had taken the drug also showed greater 
activity to unattended fearful faces in the dorsal 
anterior cingulate, intraparietal sulcus and a region of 
the lateral orbitofrontal cortex similar to that observed 
during attentional shifts to conditioned stimuli59. The 
amygdala-mediated release of acetylcholine may 
therefore facilitate attention to emotional stimuli99. 
 
CONCLUSION 

Current data suggest that the amygdala modulates 
sensory cortices to bias activity for emotional stimuli 
such that they compete more effectively than non-
emotional items for attention. Enhanced attention to 
affective events may be bolstered by amygdala-
VLPFC or neuromodulatory interactions and 
weakened by rACC influence. Future studies should 
more rigorously manipulate attentional demands and 
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address the relative importance of arousal versus 
valence, specific emotions and possible differences 
resulting from stimulus type (e.g. faces versus scenes) 
in these processes. 
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THE NEUROETHOLOGICAL PERSPECTIVE 
Insights into the organization and function of the 

nervous system have arisen through assimilation of a 
variety of experimental approaches ranging from 
molecular and cellular techniques to behavioral 
analyses. Similarly, neuroethology represents a field 
at the crossroads, fostering interdisciplinary research 
with methods familiar to zoology, physiology, 
evolutionary biology, and neurobiology1. These 
efforts are unified in their foundations in 
understanding animal behavior and its underlying 
neural processes. However, given the complexity of 
nervous systems within highly developed animals, 
broader questions of the neural basis of behavior are 
explored through a comparative approach. 
Fundamental to these ideas is an appreciation for the 
“ethology” – that is, the behaviors observable both in 
animals’ natural habitats – balanced with the rigorous 
control of stimuli to elicit these patterns2.  Pioneering 
work from animal behaviorists Lorenz3, von Frisch4, 
and Tinbergen5 in the past century have provided a 
framework for investigation, as outlined in 
Tinbergen’s classification of four explanations for 
behavior6, which are equally relevant in approaching 
neuroethology.  Rather than broadly grouping 
proximate and ultimate explanations for behavior, 
Tinbergen argued that physiological and mechanistic 
bases, development or ontogeny, functional 
contributions to survival and reproduction, and 
evolutionary history or phylogeny provide a structure 
for addressing questions of ethology6,7.  

Within the realm of sensory biology, comparative 
neuroethological approaches have proven effective. 
For example, the circuits underlying electroreception 
and the “jam avoidance response” in afferents from 
gymnotiform fish Eigenmannia have been identified 
in detail8-10. This weakly electric fish discharges its 

electric organ in order to “electrolocate” or sense 
perturbations in the electric field of the surrounding 
environment. In order to accommodate the presence 
of other actively electrolocating fish which could 
potentially mask the reception of subtle electric field 
variations from prey, Eigenmannia and other species 
of gymnotiforms can alter the frequency of the 
discharge of the electric generating organ, thereby 
increasing the frequency difference relative to the 
neighboring fish.  As electroreception is widespread 
among vertebrates with examples in all classes of fish, 
some amphibians11,12, and potentially mammals13,14, 
this “exotic” sensory modality has evolved multiple 
times through non-homologous receptor and neural 
circuits over the course of vertebrate evolution15. 

Neuroethology and comparative studies of 
nervous systems integrate information from two 
different levels. Even distantly related organisms can 
show similarities in motor patterns and sensory 
processing (indeed these functional and structural 
homologies contribute to the utility of commonly 
used animal models in studying human 
neurobiology). Comparative analysis using organisms 
of varying phylogenetic relationships provides a 
framework for understanding nervous system 
organization that takes historical forces and 
evolutionary pressures into account in the shaping of 
the final architecture of neural circuits. Through a 
comparative approach, information on the uniqueness 
of a particular behavior or sensory processing 
mechanism is revealed. One example of the benefit of 
this combined perspective can be seen in studies of 
somatosensory processing among members of the 
mammalian order Insectivora16-18. Included in this 
group are shrews and moles - animals that have been 
used in examinations of mammalian nervous system 
evolution as they have retained morphological traits
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similar to those found in fossils of small-bodied 
eutherian ancestors. Through comparisons of nervous 
system organization among these related animals, as 
well as their behaviors, the uniqueness of certain 
species becomes apparent. The star-nosed mole 
(Condylura cristata) has a specialized symmetrical 
star array of 22 appendages, covered in more than 
25,000 highly-innervated Eimer’s organ 
mechanoreceptors19,20 and a somatosensory cortical 
organization dominated by the star’s representation 
with the most densely-innervated appendages 
occupying the most cortical space21.  Using its star 
appendages to minimize prey searching and handling 
latencies, the star-nosed mole is the fastest 
mammalian forager22.  The unusual anatomical and 
neural circuits underlying distinct sensory processing 
abilities is revealed through integration of behavioral 
and comparative perspectives. 

This review discusses unique mechanosensory 
structures found among some of the most 
phylogenetically ancient tetrapods: extant members of 
the order Crocodilia.  Respecting Tinbergen’s 
ethological considerations, as well as integrating a 
comparative neuroanatomical perspective, we 
describe the evolution and ecological pressures faced 
by these species. Lastly, we present the current 
understanding of receptor physiology and 
corresponding neural circuitry. 

 
THE EVOLUTION OF TETRAPODS AND 
CROCODILIANS 

About 370 million years ago, a large lobe-finned 
fish emerged from the water, having evolved into a 
giant-salamander-like “labyrinthodont” amphibian23. 
The evolution of this amphibian in the Upper 
Devonian period of the Paleozoic era marked a 
transition among vertebrates from an aquatic fish-like 
lifestyle to terrestrial life, and consequently, heralded 
unique physiological and morphological changes24. 
Among these adaptations was the development of four 
paired limbs, replacing four paired fins, giving rise to 
a new group of vertebrate organisms: the tetrapods, a 
group with modern amphibian, reptile, bird, and 
mammal representatives. Approximately 320 million 
years ago, with the advent of fluid-filled amniotic 
membranes and yolk sacs to prevent dehydration of 
eggs and embryos among the synapsids (mammals 
and “proto-mammals”) and sauropsids (dinosaurs, 
reptiles, and birds), the transition to terrestrial life was 
complete25,26. Some tetrapods became amphibious and 
continued to occupy the transitional water-to-land 
habitats. Living in these environments at the water-to-
land matrix, these organisms evolved distinct sensory 
systems that allowed them to face the series of 
challenges presented in aquatic and terrestrial 
environments27. This semi-aquatic tetrapod lifestyle is 
seen today in some species of modern mammals, 

birds, reptiles, and amphibians, including members of 
the order Crocodilia.  

Extant members of the order Crocodilia (referred 
to collectively as “crocodilians”) are represented in 
twenty-three species, occupying semi-aquatic habitats 
throughout North and South America, Africa, Asia, 
and Australia. Furthermore, crocodilians are generally 
regarded as a sister group and the closest modern 
relatives to birds, based on morphological and 
genomic comparisons28. The order is divided into 
three families – Crocodylidae, Alligatoridae, and 
Gavialidae. All modern crocodilians are descendants 
of archosaurian ancestors29,30.  Furthermore, modern 
crocodilians occupy a range of aquatic environments 
and vary in the amount of time spent in the water. The 
most aquatic species include the gharials (Gavialis) 
which have large, narrow snouts adapted to their 
primarily piscivorous diets31. Many species, including 
the saltwater crocodile (Crocodylus porosus), Nile 
crocodile (C. niloticus), and the American crocodile 
(C. acutus), can accommodate both freshwater and 
marine environments to differing degrees as they 
swim from coastal areas into the ocean32. Evidence 
from phylogenetic and physiological studies suggests 
transoceanic migrations might have occurred among 
crocodilian lineages. 

Modern crocodilian tolerance to a variety of 
external chemical33 and environmental conditions, 
even among areas developed by humans34, are 
reflected in their archosaurian ancestors’ survival 
through both the Triassic-Jurassic and Cretaceous-
Tertiary mass extinction events35. Crocodilian fossils 
have retained the general skeletal and morphological 
features of extant crocodilians since the late 
Triassic/early Jurassic period, 180-200 MYA36, 
underscoring the great degree of conservation in the 
evolution of their body plans.  Under periods of 
prolonged development and a growth rate similar to 
juvenile extant crocodilians, extinct species such as 
the so-called Deinosuchus “terror-crocodile” of the 
Late Cretaceous period attained dinosaur-like lengths 
of 8 to 10 meters and masses between 2,500 and 
5,000 kg, growing into broad-snouted crocodilians 
similar in appearance to modern alligators37. 

Although crocodilian populations have become 
vulnerable to declines in population even within the 
recent past38, crocodilians have shown a remarkable 
degree of resilience when sufficient habitats are 
recovered39. In fact, no crocodilian species have been 
driven to extinction during recorded human history 
despite considerable economic incentives to hunt and 
kill them40,41. These reptiles inspire both fear and 
fascination as successful large-bodied, long-lived 
ectotherms thriving among a world of endotherms, 
having survived extinction events to remain the 
closest living reptilian relatives to the Dinosauria, 
comprising one branch of its extant phylogenetic 
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bracket42,43.  Beyond their armored osteoderm-plated 
bodies and their abilities to tolerate and adapt to a 
variety of environmental conditions, crocodilians 
have distinct sensory specializations, enabling them to 
rapidly process stimuli to determine the presence of 
potential prey, making them apex44 predators and 
survivors. 

 
MECHANORECEPTION IN CROCODILIANS 

In the evolution of a sensitive mechanosensory 
system balanced with the development of a protected 
body surface, all orders of reptiles developed arrays of 
touch papillae that vary in morphology, function, and 
distribution among taxa.   Initial studies using the 
American alligator (Alligator mississippiensis) 
identified myelinated afferents for rapidly adapting 
fibers responsive to transient “on” and “off” stimuli 
and afferents for slowly adapting fibers45,46.  
Considering their semi-aquatic habitats which include 
murky bodies of water with poor illumination, it is 
likely that mechanoreception plays a significant role 
in prey localization over other sensory modalities47.  
This is not to say that their visual48,49, 
chemosensory50, and auditory51-53 systems are poorly 
represented, and in fact, several anatomical54 and 
functional51,55-57 studies, primarily in A. 
mississippiensis and the caiman (C. crocodilus), have 
examined these modalities. However, comprehensive 
discussion of these sensory systems is beyond the 
scope of this review. 

As first characterized by von Düring, arrays of 
sensory organs in the form of spot-like touch papillae 
cover crocodilians58,59.  These dense arrangements of 
darkly pigmented pits, also called “follicle pits,” 
“follicle glands,” or “integumentary sense organs,” 
have been used in the identification of crocodilian 
skin60.  Among species in the alligatorid family 
(including alligators and caimans), these touch 
papillae are found on cranial scales surrounding the 

face of the animal (Figure 1a), whereas they are 
distributed post-cranially on ventral integumentary 
scales in members of the crocodylid family. Despite 
speculation on their possible function as secretory 
pores61 or their osmoreceptive properties62-64, these 
touch papillae are dome-like structures (Figure 1b), 
lacking pore or hair follicles, and externally resemble 
specialized mechanoreceptors such as the push rod 
organs on the hairless bills of monotremes13 and the 
Eimer’s organs on the rhinarium of moles19,65,66. 
Noting the pronounced thinning of the keratin and 
stratum corneum epidermal layers, the complex 
organization of discoid receptors through the stratum 
spinosum, the Merkel cell neurite columns and 
complexes in the dermis and epidermis, and the 
presence of encapsulated and unencapsulated 
lamellated receptors, von Düring proposed that these 
papillae were “particularly complex” sensory 
structures, especially when compared to tactile 
structures identified in other reptiles59. 

Using A. mississippiensis, which have these 
specialized touch papillae on only the cranial scales, 
Soares demonstrated that partially submerged 
alligators could orient themselves to water surface 
disturbances created by a single drop of water in 
complete darkness67.  This behavior was abolished 
when the animals were completely submerged, had 
their heads completely out of the water, or had their 
touch papillae covered by a thin plastic elastomer.  In 
recording from the trigeminal ganglion, neurons 
produced single spikes phase-locked to water surface 
wave stimuli, with increasing wave amplitude 
producing increased spike firing probability.  Based 
on these examinations, Soares coined a new term for 
these sensory organs, calling them “dome pressure 
receptors;” however, this nomenclature has led to 
some confusion by grouping together post-cranial 
receptors and von Düring’s “touch papillae,” a 
categorization that has yet to be confirmed 
functionally or physiologically62.  
 
NEURAL TARGETS FOR UNIQUE SENSORY 
ORGANS 

One aspect of touch papillae-mediated orientation 
not yet understood is the neuroanatomical 
representation of water surface movements. Forming 
the majority of the reptilian midbrain roof is the optic 
tectum (the homolog to the mammalian superior 
colliculus), the single largest visual center in reptiles. 
Examined in great detail for patterns in 
cytoarchitecture and afferent and efferent 
connections68,69, the optic tectum (or tecta 
mesencephali) is notable for its concentric laminated 
structure, consisting of 14 layers, divided into 
periventricular, central, and superficial zones70 
(Alternatively, different nomenclatures have been 
proposed which group together some laminae71). Of 

Figure 1 | Mechanoreception in A. mississippiensis.  a | Pseudo-colored 
scanning electron micrograph of head of juvenile A. mississippiensis. Epidermal 
touch papillae appear over upper and lower jaw  regions (paler scales). The head 
is 4.5 cm in length.  b | Scanning electron micrograph of single epidermal touch 
papilla from the upper jaw.  These dome-like structures are innervated by many 
mechanoreceptors. The scale bar is 100 μM. 
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the tectal organization patterns observed in reptiles, 
the so-called lacertid pattern shows relatively poorly 
developed superficial layers and more prominent 
periventricular layers, as noted in crocodilians, turtles, 
and several families of lizards72. As the layers of the 
superficial zone, characterized by horizontal cells and 
vertically-arranged fusiform cells, are the primary 
target for retinal ganglion axons, this atrophy of 
lamination in the lacertid pattern suggests a lessened 
degree of dependence on visual processing, especially 
compared to the clearly defined laminae of highly 
visual Iguanidae and Chamaeloeonidae lizards. 

The contralateral retina provides the single largest 
source of afferents to the optic tectum in most 
reptiles, and precise retinotopic projections on the 
tectum have been established for a variety of 
reptiles73-76. With the exception of the Iguana iguana, 
in all examined reptiles the nasotemporal visual axis 
is oriented along the tectum’s rostrocaudal axis, and 
the dorsoventral visual axis is oriented along the 
tectum’s mediolateral axis.  Despite having receptive 
fields significantly smaller in size, the central 10º of 
the visual field is expanded in representation and 
occupies approximately 20% of the tectal surface, 
thus allowing a degree of magnified foveal 
representation, similar to that noted in other 
tetrapods76,77.   

Similar to other vertebrates, the reptilian optic 
tectum receives non-visual afferents, particularly in 
deeper layers where overlap of visual, auditory, and 
tactile modalities occurs, via unimodal and 
multimodal neurons. Based on HRP and fast blue 
retrograde experiments, a number of non-visual 
diencephalic structures were found to project to the 
optic tectum in reptiles78,79. Hartline and colleagues 
demonstrated that specialized infrared receptors 
known as “pit organs,” found in Boidae and Viperidae 
snakes, project to the central layers of the 
contralateral optic tectum via the lateral descending 
trigeminal tract, thereby providing the snake with 
cues in guiding orientation towards warm-blood 
prey75,80,81.  As observed in rattlesnakes, the upper and 
lower regions of the infrared fields are mapped onto 
the medial and lateral tectal areas, with infrared and 
visual units responding to stimuli in roughly the same 
spatial region of the tectum. Through tectobulbar 
projections, the optic tectum has indirect control of 
spinal cord activity via the brainstem reticular 
formation82,83.  In Iguana, somatotopic receptive 
fields responsive to tactile stimulation of the 
contralateral body surface have been detected in 
deeper layers of the tectum76.  These studies found 
somatosensory receptive fields for the face to be 
roughly in register with the iguana’s visual fields, 
with the smallest fields corresponding to stimulation 
of face regions. For somatosensation, the horizontal 
body axis (head to tail) is oriented along the tectum’s 

lateromedial axis, and the vertical body axis (dorsal to 
ventral skin surface) is oriented along the tectum’s 
rostrocaudal axis. In light of Stein and Gaither’s 
somatotopic organization found within the 
contralateral optic tectum, it is evident that the tectum 
is receiving input via both spinotectal and dorsal 
column projections, and the crossing of these 
pathways has been seen in a variety of reptiles84-86.  

As opportunistic, ambush predators, crocodilians 
are successful in localizing stimuli and rapidly 
orienting towards prey both in aquatic and terrestrial 
environments.  With specialized epidermal receptors 
covering either the facial regions or the entire 
integument as in alligators and crocodiles 
respectively, it is likely that mechanoreception of 
water movements contributes to unique sensory 
processing and thus, their formidable predatory 
behaviors. However, it remains to be seen how 
activity from these receptors is represented and how 
this might vary between different species of 
crocodiles.  Is there a “computational” map, 
integrating combinations of action potentials from 
specific receptors thereby guiding orientation87-90? Is 
distance from the stimuli encoded through 
mechanoreception? Is this map in spatial registration 
with receptive fields for other sensory modalities?  
Although impressive bodies of literature exist 
delineating tectal laminar patterns, cell morphology, 
and general patterns of tectal efferents and afferents 
among vertebrates, the behavioral output of these 
neural circuits are open question amenable to 
neuroethological strategies. 
 
SUMMARY 

Research in neuroethology seeks to determine the 
neural mechanisms underlying patterns of animal 
behavior.  In adopting a comparative approach, 
distinct behavioral and physiological mechanisms that 
have evolved in response to ecological constraints can 
be identified.  As relatives to early tetrapods and 
having retained similar morphological traits for more 
than 180 million years, modern crocodilians present a 
unique opportunity in the study of nervous system 
organization and evolution. With body surfaces 
covered by arrays of specialized touch papillae, 
crocodilians can detect minute movements on the 
water surface. Investigations into the neural circuitry 
of these sensations and their influence on crocodilian 
behavior can yield insight into the evolution and 
organization of vertebrate nervous systems. 
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Current investigations of SERT regulation implicate 
several Ser/Thr kinases in modulation of both activity 
and localization, possibly in part through presynaptic 
receptor activity 10-15. Rodent models demonstrate the 
impact of a loss in SERT activity and SERT alleles on 
behavior16, 17 and are critical for understanding the 
complex role of 5-HT in human disease states. 
However, there is a pressing need for identification of 
endogenous regulators of 5-HT signaling, particularly 
SERT, and these investigations can profit from tools 
drawn from the behaviorally straightforward model 
organism Caenorhabditis elegans (C. elegans). 
Although unsuitable for modeling most human 
disease states, this model system offers approaches 
that are impractical with mammalian SERT to provide 
insight into the mechanism of action of 
antidepressants, potential drug targets for treatment of 
5-HT-linked disorders, and identify genes responsible 
for behavior. This review describes the power of 
forward genetics in this model organism to investigate 
the mechanisms regulating 5-HT transporter activity 
by examining the role of 5-HT and SERT in C. 
elegans behavior, particularly how these behaviors 
may serve as the basis for a forward genetic screen.  

 
C. elegans AND FORWARD GENETICS 

The nematode C. elegans is an excellent model 
system neurogenetic research: animals are transparent 
and therefore ideal for fluorescent reporter imaging, 
there are many viable neuronal knockouts available 
where the cognate disruption in mammals is inviable, 
the core synaptic machinery is well conserved from 

invertebrates to man (Figure 1). In addition,  there are 
a plethora of well-developed techniques for studying 
this organism including genetics, biochemistry, 
primary cell cultures, and RNAi technology. C. 
elegans are easily cultivated in the laboratory, 
withstand cryopreservation, and in sub-optimal 
environmental conditions (such as prolonged 
starvation) maintain a metabolically inactive state 
known as dauer arrest for months. Each individual C. 
elegans contains a numerically and morphologically 
invariant 959 cells, including 302 neurons, enabling 
lineage mapping for each cell27, 28 and reconstruction 
of the entire animal by serial electron micrograph29. 
These provide an intimate knowledge of the structure 
and connectivity of the nematode nervous system. In 
particular, the easily monitored behaviors (egg-laying, 
locomotion) and short generation time of C. elegans 
(~3 days from egg to adult) make it an optimal 
organism for forward genetic approaches. 
Hermaphroditic reproduction permits line and 
mutation propagation without staged crosses and also 
simplifies isolation of homozygous mutants, thus 
random mutagenesis of a parental group of animals 
yields 25% of F2 progeny that are homozygous for 
any given mutation. These mutants are then screened 
for a particular phenotype of interest. As a result, 
forward genetic screens have been the technique of 
choice for nematode biologists for many years to 
impartially isolate any number of participants in a 
given pathway. Screens isolating mutants that 
phenocopy a known mutant, such as abnormal egg-
laying and touch
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sensitivity, have been utilized in the past to elucidate 
functional components of neuronal signaling such as 
neurotransmitter biosynthesis and packaging, as well 
as led to the discovery of programmed cell death30-32. 
The tedious prospect of screening tens of thousands of 
random mutants in search of the few mutants of 
interest stresses the importance of having a phenotype 
that is easily observable in the laboratory and 
optimally amenable to a high-throughput process. 
Only a subset of mutants isolated in a screen will 
contain defects in a particular pathway of interest, for 
example a screen for animals defective in egg-laying 
may yield mutations in the nervous system as well as 

vulval muscle development. Potentially interesting 
mutants therefore must undergo further genetic or 
pharmacological tests to determine the deficient 
pathway.  In the case of a abnormal egg-laying screen, 
animals defective in vulval formation rather than 
malfunction in neural circuitry are distinguished by 
their egg-laying responses to exogenous 5-HT31. 
Thus, a phenotype for a forward genetic screen should 
not only be easily scored in the laboratory but also 
sensitive to genetic and pharmacological tools with 
which to examine the integrity of these circuits. The 
actions of 5-HT within C. elegans provides insight 
into the potential phenotypes expressed by SERT-
defective animals (which theoretically express 
elevated synaptic 5-HT) which may then be exploited 
in a screen for genes controlling SERT trafficking, 
localization, and activity.  

 
C. elegans AND 5-HT 

In C. elegans (Figure 2a) 5-HT is an active 
participant in a variety of motor and autonomic 
behaviors. Application of exogenous 5-HT mimics 
the presence of food resulting in increased egg-laying 
and pharyngeal pumping (the nematode feeding 
mechanism) and decreased locomotion33. Animals 
deficient in 5-HT synthesis display decreased male 
mating efficiency34, increased reproductive lifespan, 
increased fat storage, increased dauer arrest, 
decreased egg-laying18, and defective starvation-
dependent slowing in response to food (known as 
“enhanced slowing”)35. In addition, 5-HT modulates 
complex chemosensory36 and olfactory learning37 
behaviors. These behaviors are thought to be 
regulated by eight classes of serotonergic neurons 
identified through anti-5-HT immunofluoresence 
(Figure 2b, Table 1), four of which are located in the 
head of the animal (see expanded view page 3). 
Cloning of the tph-1 gene in C. elegans combined 
with GFP imaging has identified the NSMs, ADFs, 
HSNs, CPs, AIMs and RIH as 5-HT production 
sites18. Serotonergic neurons not expressing tph-1 are 
presumed to obtain their serotonin through activity of 
the C. elegans serotonin transporter, mod-5, although 
this requires further investigation. 
MOD-5 

tryptophan

5HTP

5-HT

tph-1

L-AACD, 
bas-1

VMAT, cat-1

syntaxin
UNC-18

SERT, mod-5

5HT receptor Goα goa-1

Figure 1 | 5-HT biosynthesis is conserved from C. elegans to man18. 5-HT is 
packaged into vesicles (grey spheres) through the activity of a vesicular 
monoamine transporter (VMAT, cat-119, pale blue plus). Synaptic vesicle release 
is facilitated by the well conserved SNARE complex (yellow), many of the 
components of this complex include the two illustrated above (UNC-64/syntaxin, 
UNC-18/nSec-1) were originally identified in C. elegans20, 21. As in mammals C. 
elegans 5-HT receptors are divided into metabotropic (ser-122, ser-423, ser-524, 
and ser-725 coupled to Gαq, Gαo, Gαs and Gαs respectively), and ionotropic 
(mod-126) categories. 

Figure 2 |  C. elegans.  a | Nomarski image of adult C. elegans. Image courtesy of the Hardin Lab.  b | Anti-5-HT immunofluoresence of adult male 
C. elegans. Image courtesy of the Loer Lab. 
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The C. elegans serotonin transporter (mod-5) gene 
encodes a protein with 44% amino acid identity with 
mammalian SERT proteins that confers paroxetine-
sensitive 5-HT transport on nonneuronal cells after 
heterologous expression40. mod-5 activity within the 
HSNs, ADFs, and NSMs is inferred from the 
detection of 5-HT immunofluoresence in mutants that 
lack the ability to synthesize 5-HT (tph-1) after 
incubation with exogenous 5-HT and which can be 
blocked by selective serotonin reuptake inhibitor 
(SSRI) fluoxetine40. mod-5 null mutants are viable 
and healthy, and consistent with the hypothesis that 
these animals express excess synaptic 5-HT these 
animals exhibit hyperenhanced slowing, increased 
egg-laying in response to 5-HT, and reduced fat 
content40, 41. The effects of exogenous 5-HT and 
behaviors in animals lacking of 5-HT synthesis 
indicate mod-5 mutants might be expected to express 
dauer entry resistance and increased pharyngeal 
pumping, although this has not yet been characterized. 
In the following sections we will discuss the role of 
mod-5 activity within a selection of these phenotypes 
easily scored in the laboratory to ascertain their 
suitability as a basis for a forward genetic screen.   

 
MOD-5 AND PHARYNGEAL PUMPING 

Nematodes feed by the peristaltic motion of the 
pharynx known as pharyngeal pumping, which serves 

to suck in and trap a slurry of bacteria within a 
bulbular extension of the pharynx, which is then 
ground and pushed into the intestine42. Worms 
perform this motion about 40 times a minute in the 
absence of food and greater than 200 times a minute 
in the presence of food43. Traditional methods of 
measuring pharyngeal pumping involve manual 
quantification of pumping rates; hence this behavior is 
not frequently used in forward genetic screens. More 
sophisticated methods of quantifying pumping rates 
exploit the transparent nature of the worm, correlating 
pumping rate with an intake of a fluorescent reporter 
comparable in size to bacteria44. This paradigm is 
amenable to high-throughput methods but requires an 
initial investment in instrumentation capable of 
isolating and recording fluorescence from a single 
worm. Pharyngeal pumping is thought to be partly 
regulated by the two serotonergic neurosecretory 
motor neurons (NSMs) located in the anterior bulb of 
the pharynx (Figure 3). These are the most robustly 
stained serotonergic neurons within the animal and 
send processes to the region of the pharynx where 
bacteria accumulate, suggesting they are the “food 
sensing” neurons of the worm42. Exogenous 5-HT 
increases pharyngeal pumping33, however laser 
ablation of the NSMs only modestly decreases 
pharyngeal pumping43. Further ablation of all neurons 
within the pharynx except M4 causes only minor 
deficits in pharyngeal pumping43, suggesting that an 
intrinsic pacemaker ability may exist within 
pharyngeal muscle cells and that most pharyngeal 
neurons are dispensable under standard laboratory 
conditions. Interestingly, tph-1 mutants show 
wildtype pumping rates in the absence of food but 
deficient pumping in the presence of food18 
demonstrating serotonin is not required for basal 
pumping activity. mod-5 mutants are expected to 
show increased pharyngeal pumping for which there 
is a much smaller potential pool of confounding 
mutants than other phenotypes. Further investigation 
will demonstrate the potency of this phenotype and 
role of mod-5 in this behavior that has the potential to 
provide a basis for a screen to elucidate regulators of 
SERT expression and function. 

 

Table 1 | Serotonergic neurons in C. elegans. 

Figure 3 | Anti-5-HT immunofluoresence in the C. elegans head neurons. 
Photo courtesy of the Loer Lab: http://home.sandiego.edu/~cloer/loerlab/5-
HTcells.html 
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MOD-5 AND EGG-LAYING 
Egg-laying is one of the most popular phenotypes 

for genetic screens in C. elegans because abnormal 
egg-laying is easily observable in the laboratory with 
manual techniques. The effects of 5-HT and other 
pharmacological agents on egg-laying are readily 
examined by incubating a single animal in buffer 
containing drug and counting the number of eggs laid 
after a short period. Mutant animals incapable of egg-
laying are easily identified within a large population 
as they become bloated with eggs retained in the 
uterus, a phenotype known as “egl” or more colorfully 
as “bag of worms,” which describes the process of 
egg-hatching within the adult animal. Egg-laying is 
regulated by activity of the HSNs (Figure 4) and 
VCs, both which innervate the vulval muscle19, 38, 39, 

45. Mutant hermaphroditic animals in which the HSNs 
undergo cell death display an egl phenotype30, and 
this mutation confers resistance to fluoxetine and 
imipramine induced egg-laying46, which indicates a 
modulatory role for mod-5 at the HSNs in egg-laying. 
Consistent with the hypothesis that mod-5 mutants 
express increased synaptic 5-HT, mod-5 mutants are 
hypersensitive to the presence of 5-HT and lay more 
eggs than wildtype at a given 5-HT concentration40. 
The biggest difference between the two groups lies at 
a modest concentration of 5-HT (~6mM) where a 
wildtype worm will lay between 0 and 14 eggs within 
an hour, (on average about 2.5 eggs) and a mod-5 
animal under the same conditions will lay between 0 
and 17 eggs, with an average of 10 eggs (unpublished 
data, Figure 5). Based on the variability observed in 
individual egg-laying responses, screening a mutant 
population for the mod-5 egg-laying phenotype 
requires either generating an average egg-laying 
profile for clonal populations of mutagenized F2 
animals (instead of assaying single mutants), thereby 
increasing the number of total experiments by 10-fold 
or the number of false positives recovered. 

Alternatively a screen could be envisioned utilizing 
the effects of SSRIs on the egg-laying system, where 
wildtype animals would be expected to lay eggs in 
response to fluoxetine, yet the drug would fail to 
induce egg-laying in mod-5 mutants. However 
application of the antidepressants fluoxetine, 
imipramine, and clomipramine to both mod-5 and tph-
1 animals results in egg-laying similar to that 
observed in wildtype47 indicating these 
antidepressants activate alternative targets within the 
worm, possibly the 5-HT receptors themselves47. 
Therefore, although SSRI-induced egg-laying is HSN 
dependent, it is 5-HT and mod-5 independent. 
Together these studies indicate the egg-laying 
circuitry as well as the influence of mod-5 on egg-
laying is more complex than initially envisioned. 
There are multiple levels for modulation of egg-
laying, from neurons in the head to the vulval muscle, 
thus the level at which the action mod-5 most 
significantly influences egg-laying is unclear. The off-
target effects of SSRIs in C. elegans limit the 
potential egg-laying phenotypes of mod-5 mutants for 
use in forward genetic screens and the use of these 
drugs to examine the integrity of mod-5 and HSN 
function. However, egg-laying remains an easily 
identifiable, semi-high throughput, and well 
characterized phenotype which may be utilized to 
examine regulatory genes controlling SERT 
transporter trafficking, localization, and activity. 

 
MOD-5 AND LOCOMOTION 

Abnormal locomotor activity is another C. 
elegans behavior easily observed in the laboratory. 
Paralyzed animals are easily identified within a 
population or in response to exogenous drug, and 
many mutations have been characterized that result in 
abnormal or uncoordinated movement. Application of 
exogenous 5-HT results in decreased locomotion33 
and mod-5 null mutants display increased sensitivity 
to 5-HT induced immobilization40. This phenotype 
could be exploited by incubating a population of 
mutagenized animals on a plate containing 5-HT and 
isolating immobilized animals. However, isolated 

Figure 4 | GFP imaging of the C. elegans vulva revealing left and right HSN 
cell bodies with axons synapsing the vulval musculature. Anterior is left, 
ventral is down. Nonspecific fluorescence in anterior and dorsal areas is gut 
autofluoresence. Photo courtesy of wormbase.org. 
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Figure 5 | Average egg-laying response of wildtype 
and SERT-defective mutants in increasing 
concentrations of 5-HT. n=50 for each data point.  
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mutants may contain defects in 5-HT reuptake as well 
as body muscle formation and GABA and 
acetylcholine synthesis and release. To prevent 
isolation of animals with general mutations of the 
motor circuit, a locomotory-based screen should 
require animals to move to a particular area of the 
plate before assessment of 5-HT induced 
immobilization, similar to the paradigm used to 
observe the enhanced slowing response. Animals 
starved for a brief period (30 min) display a normal 
locomotor rate which dramatically slows upon 
encountering a bacterial lawn (enhanced slowing35), a 
trait evolved presumably to protect the animal from 
starvation. This is observed in the laboratory by 
manually quantifying the locomotor rate of starved 
animals as they move from an area without food to a 
bacterial lawn. Starved animals are not hypersensitive 
to inhibition of locomotion by 5-HT, suggesting this 
behavior is modulated presynaptically. 5-HT 
synthesis mutants completely lack this response, a 
deficit that is rescued by the application of exogenous 
5-HT35. Enhanced slowing is blocked by 5-HT 
receptor antagonists mianserin and methiothepin35 
further supporting the role of 5-HT in this behavior, 
and is potentiated by fluoxetine40, suggesting this 
response is a direct measure of mod-5 activity. mod-5 
mutants display wildtype locomotory rates under 
standard laboratory conditions and exhibit a hyper-
enhanced slowing response. Starved wildtype animals 
typically slow from a rate of 60 body bends per 
minute to 15 body bends per minute upon 
encountering food, whereas mod-5 mutants become 
almost immobile40. Enhanced slowing is partially 
mediated through the putative food sensing NSMs as 
laser ablation of these neurons significantly, but not 
completely, impairs the enhanced slowing response35. 
Enhanced slowing in NSM ablated animals is not 
potentiated by fluoxetine35, indicating mod-5 
influences locomotion at the NSMs. These data 
demonstrate the important regulatory role of mod-5 
within the C. elegans motor circuit and the utility of 
this phenotype in a screen to elucidate mechanisms of 
SERT function. However, observation of this 
phenotype in the laboratory is labor intensive and 
would be more effective in a screen if amenable to 
higher throughput methods. 

 
SUMMARY 
The unique in-depth knowledge of neuronal wiring 
and development paired with the elegant combination 
of genetic tractability and simplified behavior makes 
the synaptically conserved C. elegans system 
amenable to many powerful approaches, particularly 
forward genetics. Until recently the effects of 5-HT in 
this system have been broadly examined through 
excessive exogenous application of 5-HT or a 
widespread loss of 5-HT synthesis. Recent 

characterizations of SERT-defective mutants provide 
phenotypes, particularly pumping and locomotion, 
with which to investigate endogenous regulators of 
SERT and 5-HT signaling. Further characterization of 
these mutants may reveal additional phenotypes, 
including resistance to dauer entry and fat 
accumulation, to use in a screen which may reveal the 
impact of SERT alleles on 5-HT transport and 
turnover. These approaches may provide unbiased 
assessments of transporter regulatory molecules both 
in the worm and in man, potential novel drugable 
targets for the treatment of many 5-HT-related 
disorders, and help elucidate the genetic basis of 
behavior. 
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INTRODUCTION 
From worms to humans, dopamine(DA) is one of 

the most important neurotransmitters in regulating 
complex definitive behaviors. In humans, DA’s 
actions extend to processes like arousal, learning, 
motor control and reward, the defects of which are 
evident in disorders such as ADHD, PD, bipolar 
disorder, and schizophrenia. Our understanding of 
these processes and disease states has advanced much 
in recent years, but our understanding of the 
molecular circuitry that regulate dopaminergic 
pathways is still incomplete. To uncover the proteins 
that regulate key processes such as DA biosynthesis, 
release, reuptake and signaling, a combination of 
genetic approaches must be taken to: (1) enrich our 
functional understanding of known genes, (2) 
discover novel genes, or (3) link existing genes to 
dopaminergic signaling processes. While still 
possessing the unbiased nature of classical forward 
genetics, forward genetics today is often paired with 
candidate-gene approaches, the use of which creates 
the opportunity to model dopaminergic states and 
determine, through mutagenesis, what novel genes 
can mimic or suppress these states. Conversely, the 
exclusive use of reverse genetics is, by definition, 
limited to the study of genes that have already been 

implicated in DA signaling. Drawing from both 
classical forward and reverse genetic approaches, 
“convergent genetics” may be the best way to 
appreciate the sophisticated gene networks that 
regulate DA signaling. What follows is an overview 
of efforts in invertebrate model systems that have 
augmented our understanding of dopaminergic 
circuitry in C. elegans and the functional 
contributions of three FAPD genes: α-synuclein, 
parkin, and PINK1 to dopaminergic diseases like PD 
using Drosophila. 

Due to the ease of genetic manipulations, a 
complete genome sequence, simple behaviors, and a 
growing list of powerful experimental techniques, C. 
elegans is an effective system with which to study the 
regulation of a network of DA-releasing and 
responsive cells. C. elegans have a 100 megabase 
(Mb) genome that consists of five pairs of autosomal 
chromosomes and a pair of X chromosomes in the 
case of self-fertilizing hermaphrodites (XO in the rare 
males)1, 2. The transparent worm has a very precise 
and reproducible cell lineage program, thus, the origin 
and development of the cellular DA network can be 
traced and visualized from embryo to adult3-6. In 
addition, serial electron microscope reconstructions of 
the entire worm have revealed the distinct 
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morphology, location, electrical and synaptic 
connections of all neurons7. Therefore, the role of DA 
can be studied within multi-neuronal circuits and its 
influence mapped to specific cells without reservation 
about unknown connections extant in vertebrates. 
Moreover, genetic manipulations of C. elegans can 
reveal the cell autonomous or non-autonomous 
function of one gene within these simple, multi-
neuronal circuits. 

A forward genetic approach in the worm is not 
new, but its application, combined with the 
development of in vivo electrophysiology, continues 
to reveal genes important for neuronal function, 
especially those essential for synaptic transmission. 
Erik Jorgensen and colleagues have characterized 
previously identified uncoordinated(unc) mutants as 
important components of synaptic vesicle docking, 
priming, and fusion8-12. The same group has also 
identified the function and localization of several 
genes in glutamatergic and GABAergic neurons 
within the worm13-15. The functional conservation of 
these synaptic genes in mammals demonstrates that 
the use of C. elegans is a valid approach to identify 
novel dopaminergic genes in vivo.  

The study of DA signaling in C. elegans began in 
1975 with the work of Nobel Laureate John Sulston. 
Using Nomarski microscopy and a technique known 
as formaldehyde-induced fluorescence(FIF)16, Sulston 
identified all of the dopaminergic neurons in the 
hermaphrodite and male worms17. The hermaphrodite 
possesses eight dopaminergic neurons consisting of 
two pairs of cephalic (CEP) neurons, a single pair of 
anterior deirid neurons (ADE), and one pair of 
posterior deirid (PDE) neurons17, 18. Sulston also 
noted the presence of three additional pairs within the 
sexually dimorphic male tail in sensory rays five, 
seven + nine, the loss of which were later shown to 
cause defects in male mating coordination17, 19. 
Through the use of transgenic DA specific reporters, 
these neurons have been shown to specifically express 
genes associated with the biosynthesis of DA such as 
tyrosine hydroxylase (cat-2) and its uptake via the 
presynaptic DA transporter (dat-1)20, 21.  

After identifying these neurons, Sulston then 
performed a small forward genetic screen isolating 
mutants that showed a decrease in FIF, mutants that 
he deemed cat or catecholamine deficient. In his 
screen, he isolated five mutants (cat-(1-5)) that 
showed a reduction or complete loss of FIF, and 
mapped the mutations to chromosomal intervals17. 
Despite the modesty of his screen, Sulston identified 
three important genes involved in the maintenance of 
proper DA signaling in the worm. The cloning and 
sequencing of the cat-1 locus demonstrated that it 
encodes the reserpine sensitive C. elegans vesicular 
monoamine transporter (vMAT), responsible for the 
packaging of biogenic amines, including DA and 

serotonin (5-HT), into synaptic vesicles22. Cat-4 
encodes GTP cyclohydrolase I, a necessary cofactor 
that participates with the aforementioned cat-2 in the 
biosynthesis of biogenic amines, including DA23. The 
importance of this early work cannot be overstated, as 
later investigators have used these mutants to study 
behaviors altered by hypodopaminergic and 
hyposerotenergic states23, but techniques mimicking a 
hyperdopaminergic state in the worm have also borne 
fruit. 

The use of exogenous DA, in combination with 
genetic approaches, has revealed important 
components of the dopaminergic network and how 
they function together to produce distinct behaviors in 
the worm, most notably locomotion. In a landmark 
study by Schafer and Kenyon, it was found that wild-
type worms paralyze when plated on exogenous DA 
or 5-HT24. After a four-hour period, these same 
worms will adapt and begin to move normally, but 
worms lacking a functional voltage-sensitive calcium 
channel subunit unc-2 fail to adapt to exogenous DA 
and remain paralyzed. DA regulation of worm 
locomotion is also evident in a behavior known as the 
basal slowing response, a behavior where well-fed 
wild type worms reduce their locomotory rate upon 
entering a lawn of bacteria23. It is believed that DA, 
by slowing locomotion in the presence of food, 
maximizes the opportunity for feeding and the 
continued survival of the worm – as DA also 
modulates food search25. Worms lacking DA due to a 
mutation in cat-2 do not slow in response to food, and 
a later study demonstrated that worms lacking a 
particular DA receptor dop-3 also fail to reduce their 
locomotory rate26. With a repertoire of dopaminergic 
locomotory phenotypes in hand, more detailed genetic 
studies of the dopaminergic network were possible. 

The observation that C. elegans will paralyze 
when plated on exogenous DA offered a simple, 
robust phenotype for researchers to exploit using both 
forward and reverse genetic approaches24, 27. Using 
bioinformatics, Chase et al. identified a new DA 
receptor dop-3, characterized the locomotive 
behaviors of worms lacking dop-3 and other known 
receptors, and found that dop-3 and the antagonistic 
actions of dop-1, mediate DA’s effects on locomotion. 
Worms lacking dop-3 fail to demonstrate the basal 
slowing response and do not paralyze on exogenous 
DA, but both behaviors are normal in worms lacking 
both receptors dop-1 and dop-3. They determined that 
these receptors are coexpressed within groups of 
cholinergic and GABAergic motor neurons along the 
ventral cord of the animal, acting antagonistically in 
the same cells to either promote or inhibit locomotion. 
Further experiments have demonstrated that the 
cholinergic neurons are the most important for DA’s 
modulation of locomotion (Daniel Chase, personal 
communication). Expressing fluorescently tagged 
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dop-1 and dop-3 in these neurons has shown that dop-
3 is expressed diffusely along the plasma membrane 
in these neurons, but dop-1 is localized at the 
neuromuscular junctions of these neurons, expression 
data that supports the hypothesis that dop-1 promotes 
locomotion through activation of muscle and that 
paralysis can occur with an excess of extrasynaptic 
DA that hyperactivates dop-3 (Daniel Chase, personal 
communication).  Following description of the 
receptors that mediate this phenomenon, they used 
forward genetics to look for mutants that phenocopy 
the exogenous DA-resistant strain dop-3(vs106). They 
isolated nine mutants in four genomic loci, and, using 
these mutants and candidate based analysis they 
determined that dop-1 is acting through the C. elegans 
Gαq protein egl-30 and dop-3 is acting through the 
Gαo protein goa-1, and mutants that decrease goa-1 or 
increase egl-30 signaling increase exogenous DA 
resistance. Having elegantly described the 
postsynaptic actions with a convergent genetic 
approach, study of the presynaptic machinery has 
capitalized on these findings.  

The aforementioned presynaptic dopaminergic 
neurons express components that regulate the 
temporal and spatial actions of DA, most importantly, 
the presynaptic DA transporter (DAT) or dat-1 in C. 
elegans. The study of dat-1 in C. elegans began with 
the cloning of an antidepressant and cocaine-sensitive 
cDNA that exhibits DA-specific uptake and encodes a 
protein with 47% and 43% homology to the human 
norepinephrine transporter (hNET) and hDAT 
respectively28. It is expressed specifically in DA 
neurons and will mediate the in vivo transport of 
neurotoxins such as 6-OHDA, while worms lacking a 
functional dat-1 are resistant to these effects21, 29. Dat-
1 is also important in controlling DA’s influence on 
locomotion, but, unlike the use of exogenous DA to 
identify DA receptors, its influence is most apparent 
in regulating endogenous DA levels. When placed in 
a small volume of water, wild-type worms will 
increase their locomotory rate and thrash at a 
sustained level for 20-25 min., but worms lacking a 
functional DA transporter (dat-1(ok157)) will swim at 
first and paralyze within 10 minutes30. This 
phenotype, known as swimming induced paralysis, or 
SWIP, is presynaptically rescued by pretreatment with 
the vMAT inhibitor reserpine or knockout of cat-1 or 
cat-2, and postsynaptically by loss of dop-3. In 
addition, the SWIP phenotype can be induced by the 
application of tricyclic anti-depressants and 
amphetamine, which may help reveal genes important 
for drug action (unpublished observations and 
Carvelli et al., in press). This robust phenotype is now 
being used in forward and candidate based screens to 
look for novel presynaptic regulators of dat-1, DA 
release, and postsynaptic components in motor 
neurons (Hardie et al., in press and Daniel Chase, 

personal communication). The continued application 
of forward genetics with a robust phenotype will yield 
important functional insights into presynaptic genes 
involved in DA release and uptake, but the application 
of reverse genetics in invertebrate systems enables the 
study of one gene of interest in DA neurons.  

Beginning in the mid 1990’s, several genes were 
identified in pedigrees of FAPD, but their role in 
mediating DA neuron susceptibility is still unclear. 
One of the pathological hallmarks of PD is the 
progressive age-dependent loss of dopaminergic 
neurons in the substantia nigra, but animal models 
were required to study genetic contributions to this 
neurodegenerative process.  To that end, researchers 
employed invertebrate and vertebrate model systems 
to study these candidate genes. Although this strategy 
has recently been used in C. elegans (rev. in 31, 32), the 
fruit fly, Drosophila melanogaster, is the most 
common invertebrate model for modeling PD and 
using genetics to understand the susceptibility of 
dopaminergic neurons. 

With its history of use dating back to Charles 
Woodworth and Thomas Hunt Morgan in the early 
1900s, Drosophila may be the most well studied and 
understood of all genetic model systems. Currently, 
its power as a tool to study neurodegeneration stems 
from our understanding of the organism’s genome. 
The fly has a fully sequenced genome of 180 Mb that 
is contained on three pairs of autosomes and a pair of 
X/Y chromosomes and is predicted to encode ~13,601 
genes33. During development some cells replicate 
their DNA without undergoing cell division or 
separation of sister chromatids, forming giant 
polytene chromosomes that can be seen under a 
microscope and have a characteristic and reproducible 
black and white banding pattern, which has facilitated 
the mapping of mutations in mutagenesis screens33. 
Drosophila also possess practical advantages of other 
invertebrates, which are short generation times, large 
population sizes, and a simple and consistent nervous 
system. The adult fly is thought to contain around 
300,000 neurons, about 103 fold greater than the 
worm, so much effort has been expended to 
characterize dopaminergic neural populations in the 
fly throughout development34. Earlier work used 
immunoreactivity to dopaminergic components such 
as TH or dopa decarboxylase(Ddc, a.k.a – aromatic 
acid decarboxylase) to identify these cells, and more 
recent work has used the Gal4/UAS system to 
specifically identify cells that express these genes 
using fluorescent reporters35, 36. In studying the adult 
fly brain, these studies identified six pairs of clusters 
of dopaminergic neurons in and around the 
protocerebrum of the fly and a ventral medial pair35-38. 
In addition to behavioral and survival analysis, the 
loss of these protocerebral dopaminergic clusters has 
been the primary measure of PD models in the fly.  



  

 

CANDIDATE REVIEWS 

58 | 2010 | VOLUME 1 VANDERBILT REVIEWS | NEUROSCIENCE
©2010 Vanderbilt Brain Institute.  All rights reserved. 

Following the linkage of the chromosomal locus 
4q21-q23 in a large Italian kindred with autosomal 
dominant PD39, and its subsequent identification as α-
synuclein (PARK1)40; many researchers sought to 
create animal models of PD to study α-synuclein’s 
role in pathogenesis. Using the Gal4/UAS system in 
flies, Feany and Bender overexpressed human WT α-
synuclein and FAPD alleles (A30P and A53T) pan-
neuronally and in dopaminergic neurons41. In all 
cases, they saw an age dependent loss of 
dopaminergic neurons, restricted involvement to the 
nervous system, and the formation of filamentous 
inclusions reminiscent of Lewy Bodies (LBs), one of 
the pathological hallmarks of PD. Furthermore, the 
overexpression of these genes in flies caused an age-
dependent decline in climbing ability, which parallels 
motor symptoms such as bradykinesia in patients with 
PD. The same group reported that the loss of DA 
neurons was attenuated by the overexpression of the 
chaperone Hsp7042 or the pharmacological activation 
of chaperones43, and also showed that chaperones 
localize to LBs of post-mortem PD patient samples. 
The post-translational modification of α-synuclein 
may also be important, as mutant flies overexpressing 
phosphorylation-null (S129A) α-synuclein do not 
show DA neuron degeneration and, surprisingly, 
show increased inclusion formation. Currently a 
subject of considerable debate, these results are 
consistent with the hypothesis that inclusions may be 
a neuroprotective mechanism.  

Now equipped with a model that recapitulates the 
core pathology and behavior of the disease, many 
investigators sought to study the genetic influences 
that might suppress neurodegeneration in a model of 
PD. Genetic studies of FAPD have identified several 
genes that produce autosomal recessive juvenile 
parkinsonism (ARJP)44-46, but it is the candidate gene 
approach in the fly that has revealed much about the 
function of two ARJP genes PTEN induced kinase 1 
or PINK1(PARK6) and parkin(PARK2) in vivo and 
how they may regulate the susceptibility of 
dopaminergic neurons.  

Through study of its function in Drosophila, we 
now better understand the function of PINK1 in 
dopaminergic neurons. PINK1 was first identified in a 
large Sicilian kindred with four family members 
afflicted by ARJP44, who were later found to have 
nonsense or missense loss of-function single 
nucleotide polymorphisms (SNPs) in the coding 
region of PINK147. In 2006, three groups published 
studies characterizing the neurodegenerative 
phenotypes of flies with deletions in dPINK1, and 
found very similar phenotypes48-50. These mutant 
strains showed decreased longevity, male sterility, 
and mitochondrial defects in energy demanding 
regions of the fly such as the male testis, thorax, and 
flight muscle. Such defects included vacuolarization 

of the mitochondria, disorganization, and a decrease 
in total ATP levels, suggesting that PINK1 has a role 
in mitochondrial maintenance. In both studies, these 
defects could be suppressed by the overexpression of 
parkin, which is consistent with an epistatic role of 
parkin to PINK1.   

Parkin was first identified in a large deletion in a 
Japanese patient with ARJP, and was mapped to the 
long arm of chromosome 6(6q25.2-q27)45. The 
cloning and sequencing of this gene revealed an N-
terminal ubiquitin-like domain, a motif similar to a 
RING-finger at its C-terminus, and would later be 
identified as a cytoplasmic E3 ubiquitin ligase5,1. 
Consistent with its role in ARJP and as a 
neurodegenerative suppressor, the knockdown of 
parkin in flies (parkin) could augment PaeI-R-
mediated loss of dopaminergic neurons, and, 
conversely, its overexpression could protect against 
both PaeI-R and α-synuclein-mediated DA 
neurodegeneration52. A second group showed that a 
complete loss-of-function resulted in a reduced 
lifespan, locomotor defects and male sterility; the 
underlying basis for which was shown to be 
mitochondrial dysfunction53. Using reverse genetic 
approaches in an invertebrate system, these studies, 
and those of PINK1, have shown that mitochondrial 
dysfunction may underlie susceptibility of DA 
neurons in PD. 

Mitochondria are highly dynamic organelles, and 
the importance of PINK1 and parkin in regulating 
these dynamics may be a pivotal process in 
maintaining neural integrity and preventing 
neurodegeneration (rev in. 54). Genetic interactions 
have demonstrated that PINK1/parkin acts in a linear 
pathway in mitochondrial fission, and that 
mitochondrial defects and behavioral phenotypes 
evident in these mutants are rescued by reduced gene 
dosage of proteins that promote mitochondrial 
fusion55. A similar study confirmed the same 
phenomenon concerning these fission/fusion 
regulatory proteins, and, using mitoGFP, 
demonstrated that the loss of PINK1 causes the 
formation of mitochondrial aggregates and tubules not 
seen in WT56.  These data suggest that mitochondrial 
fission is somehow neuroprotective in Drosophila DA 
neurons, or, alternatively, that neurodegeneration in 
the case of flies and patients with ARJP results from 
the inability of these neurons to adapt to their 
dynamic energetic needs through either fission or 
fusion. For example, it has been shown that 
mitochondrial fusion protects against 
neurodegeneration in the cerebellum, so the 
neuroprotective dynamics of mitochondria may not be 
so one-sided57. In addition, a recent study using SH-
SY5Y cells showed that mitochondrial morphological 
defects and a decrease in ATP production upon loss of 
function of parkin or PINK1 were rescued by the 
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overexpression of proteins that promote 
mitochondrial fusion, Mfn2 and Opa1, or the 
expression of a dominant negative Drp1, which 
inhibits fission58. The precise roles of PINK1/parkin 
in the fission machinery are unknown, so the 
continued study of these genes in invertebrates may 
help refine their function in regulating mitochondrial 
dynamics.    

In summary, the use of convergent genetics in 
invertebrate model systems has revealed much about 
dopaminergic signaling components in C. elegans and 
DA neurodegenerative susceptibility genes in 
Drosophila. The ease of genetic manipulations, 
transgenic expression and knockdown in these 
systems make them a simple, tractable system to 
study candidate genes. Furthermore, genomic 
annotation, conserved anatomical phenotypes, and 
simple behaviors in these two systems create the 
opportunity to use forward genetics to identify novel 
components of dopaminergic networks or proteins 
that may suppress or induce neurodegeneration in 
these systems. 
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THE STOP SIGNAL TASK AND 
OCULOMOTOR CONTROL 

The stop-signal task (SST) was developed to 
investigate response inhibition1-2. In a typical version, 
subjects are required to discriminate between stimuli 
by making speeded manual responses. On a subset of 
trials, the stimulus to be discriminated is quickly 
followed by a second stimulus (the stop-signal) 
instructing subjects to cancel their prepared response. 
Logan and Cowan proposed a race model of the SST 
which provides a crucial estimate of the timing of the 
hidden, response inhibition process3. The ability to 
measure stop-signal reaction time (or SSRT) proved 
invaluable to the physiological investigation of 
cancelling action. It was subsequently demonstrated 
that the race model could fit behavior in a saccade 
version of the SST 4, and this version has been used 
with great success to investigate oculomotor control 
in monkeys 4-14. Specifically, the logic of the race 
model identifies activation and timing criteria 
necessary for neurons to participate in preparing or 
cancelling eye movements. This framework allowed 
Hanes and colleagues to identify neural populations in 
the frontal eye field (FEF)7 and superior colliculus 
(SC)10 with activity necessary to produce or inhibit 

saccades during the SST. These findings led to the 
hypothesis that movement and fixation related cells in 
the FEF and SC may implement a process similar to 
the race model during the SST. By relaxing an 
assumption of independence, Boucher and colleagues 
provided an elegant link, showing that the race model 
can be extended in neurally plausible terms which fit 
both behavioral and physiological data15. Thus, a 
large body of established work provides a great deal 
of theoretical leverage for investigation of the 
oculomotor system using the SST. Special attributes 
of the SST which will be referred to in italics 
throughout the discussion also make it uniquely suited 
to investigate error detection and performance 
monitoring (Figure 1).  
 
PERFORMANCE MONITORING IN EYE 
MOVEMENT FIELDS OF THE FRONTAL AND 
MEDIAL FRONTAL CORTICES 

In macaque monkeys, eye movements are elicited 
by low-current, electrical stimulation of at least three 
areas of frontal and medial frontal cortex; the FEF16, 
the supplementary eye field (SEF)17, and the rostral 
cingulate motor area of the anterior cingulate cortex 
(ACC)18. As noted above, investigation using the SST  
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Accurate, high velocity 
eye movements used 
by primates to control 
gaze with precision. 
 
Oculomotor system 
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the brain, the nerves, 
and the muscles which 
play a direct role in 
controlling eye position 
and producing eye 
movements. 
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shows neural modulation in the FEF that is sufficient 
to play a role in producing or inhibiting eye 
movements 7. Other work suggests that the FEF 
participates in decisions to make saccades to visual 
targets19, and a direct link has been observed between 
the activity of movement related cells in the FEF and 
saccadic eye movements8. However, the contributions 
of the SEF and ACC to saccades are more nuanced.  

During the SST, the majority of neurons in the 
SEF modulate too late to play a direct role in 
executing or withholding saccades. Interestingly, 
some neurons in the SEF exhibit post-saccadic 
activity when monkeys make errors in withholding 
saccades. Other neurons show activity before and 
during reinforcement on correct saccade trials, or 
when saccades are successfully cancelled13. The SST 
dissociates actions from outcomes because two 
separate responses may be correct in different 
circumstances and identical responses may be either 
correct or erroneous. Therefore, these error and 
reinforcement related signals cannot be explained as 
effects of visual stimuli or motor responses during the 
task, and they have led to the hypothesis that the SEF 
participates in performance monitoring of the 
oculomotor system11-12,14. Careful reading of the 
original description of the SEF reveals mention of 
reinforcement related cells, and cells which 
discharged rhythmically when the animal licked juice 
reward from a spout17. More than just monitoring 
performance, findings suggest that the SEF may play 
a direct role in influencing performance during 
saccade tasks. When monkeys make internally guided 

decisions during an asymmetrically rewarded free 
saccade task, nearly 50% of recorded visual neurons 
in the SEF show enhanced pre-target activity which 
may bias performance20. Moving from correlational 
measures to inferring causation, Stuphorn and Schall 
(2006) recorded behavior during the SST while 
delivering sub threshold intercranial stimulation to 
small areas within the SEF. While stimulation 
decreased reaction times (RTs) during simple visually 
guided saccades, RTs increased and overall accuracy 
improved in the context of the SST13. Taken together, 
these results suggest that the SEF plays a role in 
monitoring the outcome of saccades and making 
behavioral adjustments such as speed accuracy 
tradeoffs when necessary11-12. 

Cells in the ACC also show activity during errors 
and in relation to reinforcement, although the specific 
conditions under which they respond vary slightly 
from those observed in the SEF. Half of the observed 
ACC neurons which display error related modulation 
also display modulation when reward is unexpectedly 
withheld on correct trials. Of the neurons which 
respond to reinforcement, some respond when juice is 
delivered on correct trials, some respond to 
unexpected juice delivery, and some are modulated in 
both reinforcement conditions 9. Thus, neuronal 
responses in the ACC tend to depend less on the 
animals behavior and more on trial outcome than 
those of the SEF. In humans, errors committed during 
speeded response tasks elicit a characteristic pattern 
of event related potential (ERP) waveforms (reviewed 
in more detail below) known as the error related 
negativity (ERN) and error related positivity (Pe)21-22. 
Dipole source localization has implicated the ACC as 
the probable source of the ERN signal23, and local 
field potentials (LFPs) recorded from the macaque 
ACC show error related components with a form and 
time course similar to that of the human ERN6. 
Monkey homologues of human ERPs have been 
demonstrated in the past 24. It remains to be seen if 
monkeys exhibit a homologue of the human ERN and 
Pe, but if so, the LFP data recorded in ACC may 
provide a crucial link between human EEG recordings 
and single cell recordings in monkeys. This 
development could pave the way for precise 
physiological characterization of the error related 
processes apparent in human EEG traces. We will 
now briefly discuss error related EEG components 
identified in humans. 
 
THE ERROR RELATED NEGATIVITY AND 
POSITIVITY 

When humans commit errors while performing 
speeded response tasks, a negative ERP component 
with a frontocentral scalp distribution can be 
observed21-22. This ERN typically peaks around 
100ms after the erroneous response and cannot be 

Figure 1 | Venn diagramatic representation of trial 
types observed during the stop signal task.  Rings 
represent trial types.  Areas of overlap represent 
commonalities between trial types.  Note the response 
conflict and post trial slowing are observed in 
association with canceled trials in the stop signal task, 
breaking with their normal association with error trials 
in other tasks. 

 
Race model 
A class of dynamic 
systems models in 
which several 
processes accrue 
toward a threshold. The 
process which crosses 
threshold first 
determines the outcome 
of the process. 
 
Superior colliculus 
A midbrain structure 
where representations 
of visual, auditory, and 
tactile stimuli are 
combined with a map of 
eye movement 
coordiates. 
 
Electrical stimulation 
Electrical current 
injected (typically with a 
microelectrode) directly 
into cortex in order to 
cause local 
depolarization of 
neurons. 
 
Speed accuracy 
tradeoffs 
In many tasks, accurate 
performance is dictated 
by a balance between 
speed and accuracy. 
Slow responding 
ensures accuracy, but 
reduces the number of 
responses per unit time; 
fast responding ensures 
that more responses 
are generated, but may 
deteriorate accuracy. 
Speed and accuracy 
are therefore often used 
as measures of 
performance 
monitoring. 
 
 
 
 
 
 
 
 
electroencephalogram 
(EEG) 
A continuous record of 
voltage changes caused 
by neural activity 
measured at the scalp 
with passive electrodes. 
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explained in terms of task related stimulus or motor 
related processing25. A similar ERP component 
dubbed the feedback related negativity can be 
observed when subjects are informed of a failure to 
earn reinforcement25. The time course of the ERN is 
very similar to the time course observed in error 
related cellular modulation in the SEF and the ACC 
described above 6,9,13. Dipole source localization 
generally implicates areas in or around the ACC as 
the ERN locus, and investigation using concurrent 
EEG and fMRI recordings show error related 
hemodynamic signals which fluctuate in correlation 
with trial to trial ERN variation23. It is generally 
accepted that the ERN and error related hemodynamic 
responses observed in the posterior medial frontal 
cortex reflect similar neural responses to errors 25. The 
Pe follows the ERN, peaking at around 300 ms. It has 
a more parietal scalp distribution and also seems to be 
related to internal error processing 25. Less is currently 
known concerning the anatomical source or 
hemodynamic correlates of the Pe. 

Since their discovery, it has been hypothesized 
that error ERPs may reflect the activity of a neural 
network that is also involved in behavioral 
compensation. In one of the first descriptions of the 
ERN, Gehring and colleagues provided evidence that 
its amplitude could be attenuated when subjects were 
instructed to place emphasis on speed rather than 
accuracy, and that ERN amplitude also correlated 
with the force of manual response errors, as well as 
the probability of correcting an error or initiating a 
correct response on subsequent trials22. However, 
methodological concerns blunt the force of these 
findings, and attempts to replicate them have varied in 
their success 25. Subsequent investigation has 
suggested that the amplitude of the ERN may be 
positively correlated with subsequent RTs on 
ambiguous trials23,26. In contrast to this finding, 
Nieuwenhuis and coworkers found RT adjustments 
that were correlated with the amplitude of the Pe, not 
the ERN. Furthermore, RT adjustments and Pe 
amplitude changes were only observed in association 
with trials on which participants reported awareness 
of errors27. The authors suggested that the ERN 
reflects error monitoring outside of conscious 
awareness, but recent findings by Woodman 
challenge this interpretation28. Klein and coworkers 
showed that activation of the supplementary motor 
area was associated with post-error slowing, 
reminiscent of the stimulation studies in SEF 
mentioned above29. Kerns and colleagues found 
evidence that error related activity in the ACC 
correlates with measures of behavioral adjustment 
independent of RT30. Adopting a different approach, 
Ridderinkhof and coworkers, found that correct trials 
preceding errors were characterized by greater 
positivity, which they interpreted as a failure of 

behavioral performance monitoring by the same 
network which gives rise to the ERN31. In sum, 
evidence for a link between error related activity and 
behavioral adjustments is currently contradictory and 
somewhat underwhelming given the scope of 
research. This may stem in part from task differences 
and variations in the operational definitions of 
behavioral adjustments themselves.   

Error related components elicited during the SST 
have been identified, but varying degrees of rigor 
have been applied in these studies complicating their 
interpretation. Ridderinkhof and coworkers 
investigated stimulus driven ERPs (N2 and P3 
components) elicited by the stop-signal itself on 
canceled and non-canceled trials. These investigators 
found larger amplitude components with longer 
latencies when subjects failed to cancel their 
responses32. Further investigation showed that 
decreasing the percentage of stop-signal trials caused 
subjects to speed up and the P3 to increase in 
amplitude33. These studies were taken as evidence 
that the P3 component plays a role in stopping 
behavior, but a role for the N2 and P3 in error 
monitoring was also considered, and it was suggested 
that they may overlap with ERN and Pe components 
in the SST. Interesting as these findings are, it must 
be acknowledged that motor response related EEG 
activity on non-cancelled trials was not removed by 
the subtraction procedure utilized in these studies 
which may have influenced the results32. Later 
research was carried out using “ignore” stimuli on 
trials without stop signals to control for stimulus 
related confounds introduced by stop-signal 
presentation. These studies demonstrated robust error 
related components untainted by stimulus or motor 
responses34-35. Other investigators have attempted to 
characterize the ERN in the SST in terms of its 
relationship to autonomic responses36 or awareness37, 
but failed to control for stimulus related confounds of 
stop-signal presentation (see Figure 1). Thus, while 
error related effects are readily apparent in the stop-
signal paradigm, we know very little about their 
relation to behavior in this task. This is particularly 
unfortunate since the unique structure of the SST 
causes participants to slow responses after 
successfully cancelled trials instead of errors5, a 
dissociation which may prove useful in correlating 
error ERPs with behavior.   

Several theories have been proposed concerning 
the cognitive and physiological mechanisms reflected 
by the ERN. In one of the first descriptions of the 
ERN, Falkenstein and coworkers suggested that it 
indexed processing of the mismatch between executed 
and appropriate responses21. This mismatch is 
essentially one definition of an error. The source of 
the putative correct response representation during 
error commission is, however, uncertain. Current 

 
Event related potential 
A waveform created by 
aligning many EEG 
epochs to a common 
task related event (such 
as response) and then 
collapsing across 
epochs to produce a 
single averaged 
waveform.  ERPs 
minimize random trial to 
trial fluctuations in the 
EEG through this 
averaging process to 
highlight task related 
components. 
 
Dipole source 
localization 
General term describing 
several methods used 
to localize EEG voltage 
fluctuations to one or 
several areas of the 
brain. Dipole source 
localization results must 
be interpreted with care 
since they are results of 
mathematically "ill 
posed, inverse" 
problems. 
 
Local field potentials 
Low frequency voltage 
fluctuations produced 
by the ensemble activity 
of local neurons 
recorded intercranially. 
 
N2 and P3 
Stimulus related ERP 
components. The N2 
refers to the second 
negative component 
(usually occurring 
around 200ms) in a 
stimulus aligned ERP 
trace, and the P3 
follows similar 
nomenclature. Both the 
N2 and the P3 really 
constitute families of 
components which can 
be observed in 
response to a wide 
variety of stimuli in 
multiple modalities. 
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theories seek to describe the ERN in terms of more 
general monitoring processes. Of these, the response 
conflict theory38-39 and dopamine (DA) related 
reinforcement learning theories 40-42 have had broad 
influence. The response conflict theory suggests that 
uncertain circumstances produce coactivation of 
conflicting responses along with high probabilities of 
errors. This response conflict is continuously 
monitored by the ACC, which outputs the signal to 
areas in the prefrontal cortex in order to recruit 
increasing or decreasing levels of executive control as 
the situation warrants38. An intuitively appealing 
model of ACC function, conflict monitoring also 
provides satisfactory fits to behavioral data, as well as 
explaining many puzzling aspects of observed ERN 
activity39. But it is not entirely clear how this model 
generalizes to tasks which may not engender 
conflicting responses. The SST provides a 
dissociation of error and response conflict since 
movement and fixation neurons are maximally 
coactivated on correct canceled trials7. Studies using 
the SST have found conflict monitoring responses in 
the SEF14, but direct physiological evidence for 
conflict monitoring in the ACC is lacking6,9. 
Reinforcement learning theories of ACC function take 
an alternate approach by suggesting that phasic 
signals from the mesencephalic DA system are 
responsible for the observed ERN40. It is well known 
that the mesencephalic DA system exhibits a phasic 
decrease in DA signaling in conjunction with failure 
to obtain reinforcement43 (discussed below). Through 
projections to the ACC, this phasic decrease may 
disinhibit apical dendrites of pyramidal neurons and 
mediate synaptic plasticity40. The supposed DA 
“training signal” may then be used by ACC neurons 
to provide motor influence to an appropriate cortical 
controller40 or to learn context dependant predictions 
of error likelihood42. Models of reinforcement 
learning are successful in fitting behavioral data, and 
make many predictions concerning ERN signaling 
which have been observed in the laboratory41-42. 
Additionally, this theory dovetails with physiological 
findings suggesting a key role for the basal ganglia in 
oculomotor performance monitoring. 
 
THE BASAL GANGLIA PLAY AN 
IMPORTANT ROLE IN OCULOMOTOR 
PERFORMANCE MONITORING 

The basal ganglia (BG) form reentrant loops with 
virtually every area of cortex through the thalamus, 
and project to several midbrain and brainstem nuclei 
44-45. Consensus has emerged that behaviorally 
relevant information converges with control over 
motor output in the BG, placing them in a key 
position to guide goal directed responses. In addition 
to their well-known role in orchestrating movements 
of the trunk and limbs through the skeletomotor 

circuit, the BG contribute to normal emotional and 
cognitive function, and they are vital in regulating 
saccadic eye movement. The oculomotor circuit of the 
BG exerts tonic, GABAergic inhibition on the SC via 
the substantia nigra pars reticulata (SNpr). The 
caudate (CD) can release tonic inhibition on the SC 
through the “direct” pathway or potentiate inhibition 
through the “indirect” pathway which projects 
through the subthalamic nucleus (STN)46. DA cells of 
the substantia nigra pars compacta (SNpc) project to 
the CD. They facilitate signaling along the direct 
pathway and inhibit signaling along the indirect 
pathway by targeting projection neurons with D1 like 
and D2 like receptors respectively. The FEF and SEF 
project excitatory input to the CD as well as directly 
to the STN. This so-called “hyper-direct” pathway 
may provide fast, potent, cortically driven inhibition 
of the SC through the STN which may aide in 
canceling planned responses47. Taken together, these 
observations describe a mechanism by which 
dopaminergic signaling in the BG can influence 
oculomotor output48.   

A large body of evidence suggests that the 
mesoncephalic and mesolimbic DA pathways play a 
role in signaling the presence of reward and 
facilitating motivated behavior. Qualitatively, patients 
with Parkinson’s disease (which depletes DA) exhibit 
paucity of spontaneously generated movements 
including gaze shifts48. Empirically, the classic 
medial-septal area, self stimulation studies of Olds 
and Milner are generally taken to demonstrate the 
ability of the DA system to reinforce behavior49. More 
recently, Schultz and colleagues have provided 
evidence that the DA systems may provide an 
ongoing “reward-prediction error signal” by 
comparing the probability of reward given an 
animal’s behavior in the current context to actual 
outcomes and signaling deviations43. The phasic 
increases and decreases that DA cells exhibit in 
response to reward or its absence resemble the output 
of a simple machine learning algorithm called the 
method of temporal differences, and could be used to 
increase the frequency of behaviors leading to reward 
and update future reward prediction50. Redgrave and 
Gurney have put forth the alternate view that phasic 
DA responses signal the presence of biologically 
salient events, including reward related and 
unexpected stimuli. They argue that contextual and 
motor cues coexist in the BG and the phasic DA 
signal serves to synaptically strengthen responses in 
the current context when they produce unexpected 
events. Thus, the DA signal may allow an animal to 
discover new actions which lead to novel outcomes 
and expand its behavioral repertoire51-52. Although the 
scope of the phasic DA signal is still in question, it is 
clear that DA signaling is related to reward.   

 
Executive control 
The set of cognitive 
functions which allow 
complex behavior to be 
generated beyond 
simple stimulus and 
response arcs. 
 
Movement and 
fixation related cells 
Neurons in the SC and 
FEF which fire 
maximally before the 
eyes move or while they 
are still respectively. 
 
Mesencephalic 
dopamine system 
A collection of cells in 
the midbrain which 
provide diffuse input of 
the modulatory 
neurotransmitter 
dopamine to frontal and 
medial cortices. 
 
Basal ganglia 
Several collections of 
cell bodies which lie at 
the base of the 
cerebrum and form a 
system crucial to 
generation of movement 
as well as normal 
emotional function and 
cognition. 
 
Mesolimbic Dopamine 
pathways 
A collection of cells in 
the midbrain which 
provide diffuse input of 
the modulatory 
neurotransmitter 
dopamine to various 
areas classically 
defined as “limbic” 
areas. 
 
Self-stimulation 
studies 
Experiments in which 
subjects are implanted 
with stimulating 
electrodes which allow 
them to deliver current 
intercranially to 
themselves by carrying 
out behaviors (such as 
pressing levers). 
 
Memory guided 
saccade task 
A task in which subjects 
must make an eye 
movement to the 
remembered location of 
a visual stimulus at the 
end of a delay period. 
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In an important series of experiments, Hikosaka 
and coworkers showed that visual and saccade related 
neurons in the CD modulate their firing rates to reflect 
changing reward contingencies in a memory guided 
saccade task53-55. Animals were required to make 
memory guided saccades to one of 2 or 4 target 
locations, but during one condition only a single 
target location was rewarded. Animals made saccades 
with shorter latencies and higher peak velocities to 
rewarded locations, and the receptive fields of visual 
and memory related neurons in the CD shifted 
dramatically in response to changing reward 
contingencies54. Moreover, changes in discharge rate 
of saccade related CD cells were temporally 
correlated with reward related behavioral adjustments 
made by the animal, suggesting that CD cell 
responses could help facilitate the observed changes 
in saccade speed and latency55. Not only are cellular 
responses in the CD enhanced when receptive fields 
contain rewarded targets, but CD neurons often 
exhibit responses that specify the size of the 
upcoming reward. These effects may be mediated by 
DA dependent long term potentiation arising from 
SNpc input53. If this were verified, it would provide 
an elegant example of goal directed behavior under 
the guidance of dopaminergic signaling through the 
BG. Variants of a sequential probability ratio test are 
commonly used to model decision making 
processes56-57. These models maximize reward rates 
when decision thresholds are set optimally 58-59. 
Behaviorally, this is equivalent to making 
speed/accuracy tradeoffs, and there is circumstantial 
evidence to suggest that the BG may implement 
equations required to make these adjustments through 
a hard-wired circuit60.  
 
CONCLUDING REMARKS 

In sum, intercranial recordings from monkeys 
guided by computational modeling efforts are 
providing an increasingly comprehensive view of 
oculomotor performance monitoring circuits. This 
work may shed much needed light on human error 
related activity observed in EEG and fMRI 
recordings. The SST provides several unique 
behavioral dissociations related to performance 
monitoring. Its creative use will continue to provide 
compelling tests of model predictions and answer 
lingering questions about error detection and 
behavioral adjustments. 
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Psychostimulants like amphetamine (AMPH) are used 
to study behavior and physiology in animal models of 
Parkinson’s disease, schizophrenia, and addiction 1, 2, 
3.  While the symptoms of these diseases are quite 
disparate in humans, they are all, to some degree, 
linked to the function of dopaminergic systems in 
brain.  Recent evidence suggests that common 
intracellular signaling pathways may be important in 
the treatment and pathogenesis of these diseases.  One 
such pathway involves the serine/threonine protein 
kinase Akt.  Human studies demonstrate that genetic 
variation in the isoform Akt1 influences dopamine-
associated structures and functions in humans4, and, 
potentially, the risk for schizophrenia, 
methamphetamine abuse5, and Parkinson’s disease6. 
Human studies have also discovered defects in 
phosphorylation of Akt related to mental illness 
diagnoses7, 8, 9, suggesting that activators of Akt, like 
the phosphotidylinositol 3-kinase (PI3K) proteins, 
also modulate dopamine (DA) in brain.  PI3K is 
activated by receptor tyrosine kinases (RTKs), which, 
in turn, are activated by a diverse set of hormones, 
including insulin10, and growth factors, including 
brain-derived neurotrophic factor11 (BDNF).  
Intriguingly, many RTK ligands, along with PI3K/Akt 
itself, influence the actions of AMPH and other 

psychostimulants12-17. 
One of the most studied functions of AMPH is its 

ability to increase synaptic DA.  AMPH accomplishes 
this by multiple mechanisms, including DA-efflux 
through reversal of the dopamine transporter (DAT), 
the major protein involved in synaptic clearance of 
DA.  AMPH is also capable of entering the cell to 
trigger release of DA from pre-synaptic vesicle stores, 
again by reversal of transporter function.  Trafficking 
of the DAT to the cell surface has recently shown to 
be dependent on RTKs18, PI3K19, and Akt20, 
providing a molecular mechanism to explain the 
potential for hormones and growth factors to 
modulate DA systems and responses to stimulants.   

In addition to surface levels of DAT, the 
magnitude of DA release elicited by AMPH, and the 
effects on consequent behaviors, are also governed by 
the amount of pre-synaptic DA available.  Pre-
synaptic DA can be influenced by several factors, 
including DA synthesis, the health of DA neurons, 
and the density of DA terminals, processes where 
PI3K/Akt also plays a role13.  Thus, the goals of the 
present review are to (1) model the regulation of the 
DAT and responses to psychostimulants by PI3K/Akt, 
(2) review the activators of PI3K/Akt in brain, and 
analyze their PI3K/Akt dependent functions, and (3) 

Amphetamine-fueled insights into dopaminergic 
diseases: the protein kinase Akt drives responses to 
psychostimulants 
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integrate evidence from animal and culture studies to 
assess mechanisms underlying the relationship 
between RTKs, PI3K/Akt signaling, and responses to 
psychostimulants.  As activation or inhibition of 
PI3K/Akt signaling profoundly influences DA-related 
behaviors, understanding the different levels (cellular 
and molecular) at which Akt modulates AMPH 
actions provides insights into how this pathway 
regulates both pre-synaptic DA and the DAT, an 
important pharmacological target.  Understanding 
AMPH responses may help to inform ways to target 
Akt for the treatment of psychiatric and neurologic 
diseases. 
 
PI3K/AKT SIGNALING, DAT SURFACE 
EXPRESSION, AND RESPONSES TO 
PSYCHOSTIMULANTS 

The PI3K/Akt signaling cascade can be activated 
following stimulation of RTKs21.  The tyrosine-
phosphorylated protein products of receptor 
stimulation interact with the SH2 domain on growth 
factor sensitive isoforms of PI3K, stimulating its lipid 
kinase activity.  PI3K then catalyzes phosphorylation 
of phosphoinositides at the 3-position in the inositol 
ring, causing an increase in the generation of PIP2 
and PIP3.  The Pleckstrin homology (PH) domain of 
Akt interacts with these phosphorylated 
phosphoinositide byproducts, which causes 
membrane translocation of Akt.  This translocation 
allows Akt to be phosphoryated itself at the 
Threonine-308 and Serine-473 residues by 
phosphoinositide-dependent kinase 1 (PDK1) and the 
mammalian target of rapamycin (mTOR) complex 2 
(mTORC2).   Phosphorylation of Akt at the 308 and 
473 residues is necessary for full activation of the 
enzyme’s kinase function.21 

Inhibition of PI3K pharmacologically with 
LY294002 decreases cell surface expression of the 
DAT both in vitro, in heterologous cell culture lines, 
and ex vivo, in striatal synaptosomes22.  Stimulation of 
PI3K activity with either insulin pretreatment or 
constitutively active PI3K results in an enhancement 
of DA uptake22.  A direct role for Akt in these effects 
is suggested by studies in vitro where AMPH-induced 
internalization of the DAT, and consequent reductions 
in DA uptake, are blocked by a virus expressing 
constitutively active Akt or insulin stimulation, in a 
PI3K- and Akt-dependent manner20.  Compelling in 
vivo evidence to support the relationship between 
PI3K/Akt signaling and the DAT comes from studies 
in hypoinsulinemic animals, which show reduced Akt 
activity in brain along with reduced DAT cell surface 
expression, DA clearance, and amphetamine-induced 
efflux of DA12.  Pharmacologic inhibition of PI3K in 
the rodent striatum causes a parallel reduction in 
AMPH-induced DA efflux, and local pretreatment 
with insulin restores the effects of DA clearance and 

AMPH-induced efflux in hypoinsulinemic mice12.  
Together, this evidence suggests that local activitation 
of RTK/PI3K/Akt signaling is the mediator of these 
effects in hypoinsulinemic animals. 

The decreased DAT cell surface expression and 
AMPH-induced DA efflux with PI3K inhibition 
provides a potential mechanism to explain how Akt 
activation and inhibition affects psychostimulant- and 
reward-related behaviors observed in other studies.  
Hypoinsulinemic animals show diminished self-
administration of AMPH3, consistent with the 
diminished availability of surface DAT to promote 
DA release with drug use.  In a similar fashion, 
administration of the PI3K inhibitor LY294002 
reduces the sensitizing effects of cocaine16.  In 
addition to addiction models, Parkinson’s disease 
models also often rely on AMPH-induced behavioral 
endpoints to track functional effects of various lesions 
and treatments.  Usually, these models involve 
AMPH-induced locomotor rotations following 
unilateral lesions or treatments to DA cell bodies in 
the substantia nigra.  A unilateral 6-hydroxydopamine 
lesion (6-OHDA) to the substantia nigra, for example, 
results in differential AMPH-induced release of DA 
between the lesioned and unlesioned sides of brain, 
and this functional asymmetry is reflected in 
increased turning behavior toward (ipsiversive) the 
lesioned side. Unilateral injections of associated 
adenovirus vectors (AAVs) expressing myristolated 
Akt (myr-Akt),  a constitutively active form of Akt, 
results in contraversive turning behaviors.  This 
suggests a relative increase in AMPH-induced DA in 
the myr-Akt expressing side.  This enhanced AMPH 
response is likely due at least in part to elevated nigral 
DA associated with myr-Akt expression, which 
supports the overall ability of Akt signaling to 
promote the actions of AMPH13. 

Characteristic cellular changes associated with 
Akt signaling also reflect differences in reward 
sensitivity and responses to stimulants observed with 
Akt modulation.  Withdrawal periods following 
chronic opiate administration, for example, cause 
diminished sensitivity to opiate reward (as measured 
by conditioned place preference (CPP)), reductions in 
Akt phosphorylation, and decreased midbrain DA 
neuron size 23.  The cellular basis of the effects on 
sensitivity to reward are emphasized in this particular 
study, as viral inhibition of PI3K/Akt signaling in the 
midbrain itself reduces cell body size and CPP, 
suggesting the Akt downregulation is sufficient to 
cause the observed cellular and behavioral responses 
to chronic opiates.  Viral enhancement of the 
pathway, conversely, reverses the effects of chronic 
opiates on cell size and reward-related behaviors23.  
Similarly, myr-Akt injections, which increase 
responses to AMPH13, as stated above, also enlarge 
tyrosine hydroxylase (TH) neuron cell bodies in 
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midbrain13, 24 and increase the density of striatal TH 
terminals13.  Indeed, oftentimes it is difficult to 
disentangle the potential cellular versus molecular 
influences of Akt on   responses to psychostimulants, 
unless the effects evaluated are compared on an acute 
time scale (where molecular effects like trafficking 
presumably predominate) versus a chronic time scale, 
when the trophic influence of Akt become prominent.  
RTK activators, which have a growing number of 
documented PI3K-dependent effects, have long been 
studied as modulators of responses to 
psychostimulants in different contexts.  Thus, findings 
from these studies provide insight into the 
mechanisms whereby Akt signaling in brain can 
promote DA release in response to psychostimulants 
(See model in Figure 1). 
 
PI3K/AKT-DEPENDENT INFLUENCES OF 
RTKS ON DOPAMINE SYSTEMS 

RTKs that stimulate Akt signaling in brain: 
Insulin stimulates PI3K/Akt signaling through 
activation of a receptor tyrosine kinase (RTK) and 
promotes DAT trafficking to the plasma membrane20.  
While the insulin receptor is widely distributed in 
brain25, there are many other RTKs in brain which 
affect DA systems that also have PI3K-dependent 
effects.  Among the RTK ligands also capable of 
inducing Akt phosphorylation are nerve growth 
factor26(NGF), brain-derived neurotrophic 
factor11(BDNF), glial-derived neurotrophic 
factor27(GDNF), fibroblast growth factor 28(FGF), and 
the epidermal growth factor (EGF) family of proteins, 
which includes neuregulin-18(NRG-1).  A role for 
many of these RTKs has been postulated in either the 
pathogenesis or treatment of schizophrenia29, 
psychostimulant addiction30 and Parkinson’s31, 

suggesting that RTKs influence dopaminergic 
systems in a similar fashion to PI3K/Akt signaling. 

PI3K-dependent cellular influences of RTKs: An 
increasing number of PI3K-dependent effects of RTK 
ligands have recently been uncovered, largely focused 
on the trophic effects of Akt.  For example, the 
promotion of neurite outgrowth in dopaminergic cell 
lines by NGF is partly inhibited by the PI3K inhibitor 
LY29004232.  In addition, the ability of NRG-1 to 
induce chemotactic migration is blocked by inhibition 
of PI3K and the NRG-1-associated RTK, erbB233. 
IGF-1 stimulation of growth cone expansion in 
cultured neurons is also attenuated by treatment with 
LY29400234.  Intriguingly, myr-Akt expression in the 
substantia nigra, described above, results in increased 
tyrosine hydroxylase positive terminals in the striatum 
without changing cell density in the nigra itself.  This 
suggests that the increased terminal density is not due 
to changes in cell number but changes in target 
innervation13.  These findings suggest that one 
potential mechanism for the influence of Akt on DA 
systems is through promotion of axonal outgrowth 
from DA cell bodies, resulting in increased DA 
terminal density.  Together with evidence supporting 
the influence of Akt on cell size, mentioned above, 
and the PI3K-dependence of BDNF, IGF-1, and 
estrogen on neuroprotection in vitro27 and in vivo10, 
Akt seems to be a powerful positive modulator of DA 
systems13. 

RTKs, PI3K, and DA synthesis and release:  In 
addition to cellular events, which occur over a longer 
time course, RTKs also promote short-term 
modulation of DA systems through  PI3K/Akt 
signaling.  In PC12 cells, NGF, EGF, and IGF-1 
enhance stimulated release of DA release in a manner 
subject to inhibition of PI3K35, 36.  Recent evidence 
implicates that this effect is true in brain also, as 
treatment with BDNF in striatal slice preparations 
also enhances stimulated release of DA, and this 
effect is blocked by LY249002 administration37.  The 
mechanisms underlying the enhanced release of DA 
by RTKs is unknown, but they are believed to be 
presynaptic37, and could potentially involve a 
combination of factors including stimulation of DA 
synthesis by TH13, enhancement of calcium-
responsible secretory vesicles35, and promotion of DA 
recycling via DAT trafficking to the cell surface20.  
These mechanisms are all consistent with the overall 
effect of myr-Akt viruses in the dopaminergic 
midbrain- a promotion of pre-synaptic DA function 
reflected by increased cell size, terminal density, total 
nigrostriatal dopamine content, and AMPH-induced 
behaviors13, 24.  These mechanisms, in conjunction 
with promotion of cell surface DAT, contribute to the 
ability of Akt to promote DA release in response to 
AMPH.  
 

Figure 1 | Model of PI3K/AKT influence on the 
dopamine transporter. 
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ACTIVATORS OF PI3K/AKT SIGNALING AND 
RESPONSES TO PSYCHOSTIMULANTS 

RTKs in DAT trafficking:  According to the model 
provided in Figure 1, RTK activators will promote 
DAT cell surface expression, DA uptake, and 
responses to stimulants, and inhibitors, such as 
LY249002, will diminish these effects.  One study 
supporting this model showed that, in rat striatal 
synaptosomes, both RTK inhibition (with genistein 
and tyrphostin) and PI3K inhibition led to a rapid 
downregulation of DA clearance and DAT cell 
surface expression18.  Conversely, acute growth factor 
(BDNF) treatment increased DA uptake, and this 
increase is prevented upon co-treatment with the PI3K 
inhibitor LY29400218, paralleling previous findings 
on the effects of insulin.   In addition, the effect of 
RTKs on DA uptake in this study are primarily 
dependent on the Vmax for uptake, as opposed to the 
Km.  Thus, this effect of RTKs on DA clearance is 
attributable to the total number of available DAT, 
rather than a change in affinity18. 

BDNF and responses to stimulants: Thus, the 
regulation of the DAT by RTKs directly parallels the 
modulation of DAT by insulin12, and which is 
dependent in part on PI3K.  This is significant for the 
established role of BDNF in the regulation of DA 
release and related behaviors in response to 
psychostimulants15, 38.  Both intra-NAc or intra-VTA 
infusions of BDNF enhance locomotor responses to 
cocaine15, consistent with the model in Figure 1 of 
increased DAT availability and overall promotion of 
pre-synaptic DA by Akt.   Several studies support this 
relationship between BDNF and psychostimulant 
behaviors, with anti-BDNF antibodies decreasing and 
viral enhancement of BDNF increasing locomotor 
activity in response to methamphetamines38,39.  In line 
with these findings, antibodies directed against either 
BDNF or its RTK also diminish DA release in 
response to methamphetamine38, suggesting BDNF 
promotes mechanisms related to increasing stores of 
pre-synaptic dopamine. 

GDNF-related responses to psychostimulants: 
Interestingly, BDNF and GDNF seem to have 
opposite effects on reward-related behaviors, as 
studies show that GDNF decreases cocaine and opiate 
conditioned place preference40, while BDNF 
increases drug reward and promotes self-
administration of stimulants30.  While the effects of 
GDNF seem contrary to our model, studies that 
measure GDNF effects on AMPH-induced release of 
D, support our model, with GDNF stimulation 
increasing and GDNF inhibition decreasing AMPH-
induced DA efflux41, 42.  This is in direct parallel to 
the proposed influence of BDNF on 
methamphetamine-induced efflux38, suggesting that 
BDNF and GDNF may not ultimately have entirely 
opposite effects on responses to AMPH.  Other 

findings on GDNF in support of our model include 
pronounced enhancements of DA uptake in GDNF-
treated midbrain neuron cultures43 and enhanced 
AMPH-induced locomotion with single nigral 
injections of GDNF 44.  Studies in animals with 
nigrostriatal lesions show that GDNF treatment 
enhances striatal DA content45 and increases cell 
surface labeling of the DAT by radioligands46, 47, 
suggesting an overall support of pre-synaptic DA 
function by GDNF.  GDNF thus appears to enhance 
locomotor effects of stimulants, although conditioned 
place preference is diminished in treated animals. 

Potential role of BDNF in cocaine sensitization: 
BDNF, in contrast to GDNF, is theorized to have an 
important role in the initiation of drug addiction30.  
The role of BDNF in models of psychostimulant 
addiction is particularly intriguing, as cocaine self-
administration has been shown to increase midbrain 
BDNF levels30.  In mice trained to self-administer 
cocaine, local deletion of BDNF in the nucleus 
accumbens, through conditional knockout strategies, 
diminishes cocaine self-administration30.  The 
dynamics of BDNF signaling in the acquisition of 
cocaine addiction are therefore in line with our model.  
In normal animals, upregulation of BDNF with 
cocaine administration30, according to our model, 
would lead to net activation of PI3K/Akt signaling.  
This, in turn, would stimulate DAT trafficking, 
providing an increased numbers of substrate for 
cocaine to bind to with repeated drug administration 
and also promoting replenishment of pre-synaptic 
DA.  Intact Akt signaling, we hypothesize, is required 
for appropriate reuptake and recycling of DA into pre-
synaptic terminals with DA release. Future 
biochemical and physiological studies are needed to 
determine the validity of this model. 

Other RTKs and modulation of DAT: There are 
many other RTKs that may influence DA function 
similarly, including IGF-1, estrogen, FGF, and EGF.  
Some evidence already exists for modulation of DA 
function by these RTK ligands.  Both FGF and 
epidermal growth factor (EGF) increase DA uptake in 
cultured cells48, and FGF acutely enhances DAT cell 
surface expression28.  However, the Akt dependence 
of these effects have yet to be determined. 
 
CONCLUSIONS 

The consensus in the literature on overall effects 
of Akt on DA systems is toward a promotion of DA 
release and DA-related behaviors in response to 
AMPH.  Growth factor and hormonal signaling 
through RTKs is an increasingly well understood 
mechanism for regulation of nigrostriatal DA with 
therapeutic implications.  The multiple mechanisms 
whereby RTKs and Akt potentially enhance AMPH 
actions converge at the promotion of are pre-synaptic 
DA function, causing increases in cell size, axonal 
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density, DAT trafficking and, potentially, 
upregulation of tyrosine hydroxylase.  Animal models 
that focus on the temporal relationship between RTK 
signaling and DAT dynamics are warranted in order 
to separate contributions of DAT trafficking (on an 
acute time course) and cellular trophism (on a chronic 
time course) to AMPH actions; the Akt-dependence 
of any observed effects should also be established.  
Future studies in humans will bear out the potential of 
these mechanisms to translate into treatments of 
dopaminergic diseases. 
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PHYSICAL ACTIVITY BENEFICIALLY 
AFFECTS THE BRAIN 

A growing body of evidence suggests that mild1, 
moderate, and vigorous physical activity2 are 
neuroprotective, decreasing the risk of many brain 
disorders including ischemic stroke3,4, Alzheimer’s 
disease1,5, and Parkinson’s disease (PD)2. Many 
clinicians routinely recommend physical activity for 
those suffering from the effects of these diseases. In 
PD patients physical activity has been shown to 
improve gait, tremor, grip strength, balance, and 
motor coordination6,7. Regardless of disease presence 
physical activity can improve sleep8, cognition9,10, 
and decrease depression11-13. Supporting animal data 
show that exercise and environmental enrichment 

enhance learning and memory, increase neuronal 
survival, increase resistance to brain insults, trigger 
synaptogenesis, promote brain angiogenesis, and 
promote neurogenesis14,15. We believe physical 
activity affects the entire brain and have previously 
studied the effects of physical activity on the brain 
alone (unpublished) and in an Alzheimer’s disease 
model14. 

Exercise gene expression changes have been 
studied largely in the hippocampus, a site of 
neurogenesis crucial in spatial learning and memory16-

18. Initial examinations showed increases in nerve 
growth factor (NGF) and brain derived neurotrophic 
factor (BDNF) throughout the brain with the most 
dramatic increases in the hippocampus and posterior 
cortex16. In the hippocampus voluntary wheel running 
also increases the expression of phosphoinositide 
kinase 3 (PI3K), protein kinase B (PKB/AKT), 
BDNF, cAMP response element binding (CREB), and 
tyrosine kinase B (TrkB, the BDNF receptor)19. It is 
now understood that physical activity modulates the 
BDNF system through intracellular signaling systems 
such as AKT and extracellular signal-regulated 
kinases 1 and 2 (ERK1/2) with endpoint effects on the 
production, phosphorylation, and function of CREB20 

(Figure 1). AKT also phosphorylates forkhead box 
O3 (FOXO3), a transcription factor, causing its 
retention in the cytoplasm. When in the nucleus, 
FOXO3 likely triggers apoptosis by inducing the 
expression of genes critical for cell death21. Keeping 
FOXO3 in the cytoplasm, therefore, may promote cell 
survival.  

Two DNA microarray studies comparing 
voluntary running rats to their sedentary counterparts 
revealed the upregulation of genes involved in 
neuronal activity, synaptic structure, and neuronal 
plasticity in the hippocampus22, 23. These genes 
included: neurotrophins, immediate early genes 
(IEGs), immune genes, and trafficking proteins22. The 
second study also revealed the upregulation of 
neurotrophic factors (NGF, BDNF, and basic 
fibroblast growth factor, FGF-2) as well genes 
involved in synaptic trafficking (syntaxin, synapsin I, 
and synaptotagmin), neutrotransmitter systems 
(ionotropic glutamate receptor subunits NR2A and 
NR2B, excitatory amino-acid carrier 1 (EAAC1), γ-
aminobutyric-acid receptor β3 (GABAA β3), and 
glutaminic acid decarboxylase (GAD65)), and signal 
transduction pathways (ERK1/2, and protein kinase C 
(PKC))23. They furthered showed that CaMKIIδ was 
more highly expressed during acute exercise (3 days) 
and that ERK1/2 was more highly expressed during 
chronic exercise (28 days)23. CaMKII is activated by 
increases in Ca2+ (Figure 1) and phosphorylates many 
substrates including components of the ERK1/2 signal 
transduction pathway. Figure 1 shows the BDNF – 
TrkB interaction, but most growth factors, including 
glial derived neurotrophic factor (GDNF), NGF, and 
FGF-2, activate the same signaling cascades24-26.   

Immediately following both voluntary wheel 
running and treadmill running in rodents there is an 
increase of corticosterone (indicative of the stress 
response) along with a decrease in phosphorylated 
CREB (pCREB) with treadmill running animals 
displaying a higher elevation of corticosterone and
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decrease in pCREB27. Though of small effect, 
corticosterone is known to decrease the expression of 
BDNF in the dentate gyrus (DG) of the 
hippocampus28. If corticosterone is administered 
subcutaneously to adrenalectomized animals, there is 
a transient decrease in BDNF at 4 and 6 hours and an 
increase in its TrkB receptor at 6 and 12 hours29. This 
immediate stress response, however, is likely specific 
to acute exercise and may diminish with repeated 
exercise exposures27. Studies have shown that the 
increases in corticosterone do fall off over time30,31. 
After five weeks of wheel running, there is no 
difference in corticosteroid response in a 20 minute 
restraint stress test between exercised and sedentary 
animals31. Lastly, in a study that standardized the 
distance ran between rats, it was shown that voluntary 
exercisers ran more rapidly for a shorter time than 
forced exercisers and had less bromodeoxyuridine 
(BrdU) incorporation into the DNA of hippocampal 
slices (an indication of neurogenesis)32. These studies 
show that although forced exercise may transiently 
activate the stress response, long term forced exercise 
may be more beneficial. 
 
PARKINSON’S DISEASE MODELS 

After extensive investigation of the hippocampus 
our attention has turned to brain areas related to PD. 
PD is characterized by tremor at rest, muscle rigidity, 
postural instability, and a slowing of physical 
movement (bradykinesia) that can progress to a 
complete loss of movement (akinesia)33. As disabling 
motor symptoms are managed with medications (such 
as L-3, 4-dihydroxyphenylalanine, L-DOPA), other 
symptoms become more apparent. These include 

depression, high level cognitive dysfunction, and 
subtle language problems34,35. It is thought that 
symptoms emerge from the progressive loss of 
dopaminergic neurons in the substantia nigra pars 
compacta (SNpc). At the onset of motor symptoms 
dopaminergic neuron loss is already 60-80%. These 
neurons normally project to the striatum forming the 
nigrostriatal dopaminergic pathway33. Insufficient 
action of dopamine (DA) on the striatum is believed 
to lead to decreased stimulation of the motor cortex 
and PD symptoms34-38.  

PD is also often characterized by the presence of 
Lewy bodies. These proteinaceous cytoplasmic 
inclusions composed of α-synuclein, are present in the 
locus ceruleus, nucleus basalis of Meynert, dorsal 
motor nucleus of the vagus, hypothalamus, and other 
sites of some PD patients, but 20-40% patients with 
neuronal loss in the SNpc have no Lewy bodies 
raising the question of whether Lewy bodies are 
markers of presymptomatic PD or a feature of normal 
aging39. Common treatments aim to replace and 
stabilize dopamine. The most common is L-DOPA, 
which crosses the blood brain barrier and is converted 
to DA. Neuroprotective strategies, such as physical 
activity, however, aim to slow dopaminergic neuron 
loss and lead to improved functioning of the 
remaining neurons33. 

It is difficult to model the progressive nature of 
PD in animals, but two models, 6-hydroxydopamine 
(6-OHDA) and 1-methyl-4-phenyl-1, 2, 3, 6-
tetrahydropyridine (MPTP), are able to model some 
of the pathology and symptoms. 6-OHDA causes the 
degeneration of catecholaminergic neurons (DA, 
norepinephrine, and epinephrine) when applied to the 

Figure 1 | BDNF Signaling Pathways. BDNF activates the AKT and ERK1/2 pathways. PI3K indirectly causes the 
phosphorylation of AKT, which phosphorylates and inhibits death proteins (FOXO3 and BAD). ERK1/2 is 
phosphorylated by a kinase cascade (RAF to MEK to ERK1/2) that is activated by RAS, which is activated by RAS-
GEF binding to Grb2 bound to phosphorylated TrkB dimers. This pathway also can be phosphorylated by CaMKII19, 21-

23. 
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brain. For localized dopaminergic degeneration it is 
stereotactically injected into the SNpc, the 
nigrostriatal tract (medial forebrain bundle), or the 
striatum of one brain hemisphere33. Dopaminergic 
neurons start degenerating within 24 hours and striatal 
DA is depleted 80-90% 2-3 days later corresponding 
with bradykinesia, impairment of movement 
initiation, and skilled motor functions on the 
contralateral side of the body33,39. SNpc degeneration 
also causes the upregulation of post synaptic DA 
receptors in the striatum. In a unilateral model this 
upregulation causes contralateral rotations with 
administration of a DA receptor agonist, 
apomorphine36.  

MPTP crosses the blood brain barrier and is 
metabolized by monoamine oxidase B (MAO-B) to 1-
methyl-4-phenyl-2, 3-dihydropyridinium ion (MPP+). 
MPP+ is selectively taken up by the DA transporter 
(DAT) where it inhibits complex I of the 
mitochondrial electron transport chain, which mirrors 
the 30-40% decrease in mitochondrial electron chain 
complex I activity in the SNpc of PD patients33. 
Increased reactive oxygen species (hydrogen 
peroxide, superoxide, peroxyl radicals, nitric oxide, 
and hydroxyl radicals) caused by a dysfunctional 
complex I react with nucleic acids, proteins, lipids, 
and other molecules altering their structure, causing 
damage, and eventually leading to axon degeneration 
and neuron loss40.  

Acute bilateral MPTP exposure leads to 50-93% 
loss of cells in the SNpc and more than 99% loss of 
DA in the striatum leading to akinesia, rigidity, and in 
some species tremor33. A stable early stage unilateral 
model of PD (MPTP) was developed in middle-aged 
monkeys41. The most pronounced difference from 
acute bilateral models is the preservation of 
dopaminergic fiber projections to the caudate nucleus 
and putamen. Other studies support the concept that 
cell bodies of DA neurons can be maintained in the 
substantia nigra for long periods following axonal 
loss in the striatum42. The early stage model with 
greater preservation of nigrostriatal projections could 
be useful for testing neuroprotective strategies, such 
as exercise, to preserve and restore dopaminergic 
innervation to the striatum.  

 
PHYSICAL ACTIVITY PROMOTES 
BEHAVIORAL AND BIOCHEMICAL SPARING 

Increases in dendritic arborization and synapse 
number in the cortex have been associated with motor 
training43-45. Hence, Tillerson et al hypothesized that 
motor training might retard the loss of dopaminergic 
neuron projections from the SNpc to the striatum in a 
unilateral 6-OHDA rat model. After infusing 6-
OHDA into the medial forebrain bundle (MFB), they 
forced the use of the impaired limb by casting the 
unimpaired limb on days 1-7, 3-9, or 7-13 after 

lesioning. Apomorphine-induced contralateral 
rotations and DA levels were used as a measure of 
SNpc dopaminergic neuron loss. Animals receiving a 
cast on days 1-7 and 3-9 did not show step or 
forelimb asymmetry, rotated significantly different 
from sham animals in response to apomorphine, and 
had significantly different levels of DA, DOPAC, or 
HVA from sham animals. Timing of exercise matters; 
early forced use (days 1-7 and 3-9), but not late forced 
use (days 7-13), of the impaired limb attenuated 
movement asymmetry and dopamine loss45.  

Tillerson switched to a forced treadmill running 
paradigm, as unilateral forced use is an exercise 
modality not commonly practiced in humans. They 
believed that treadmill running, like forced use, would 
attenuate DA loss and behavior. Rats were given 
either 6-OHDA and mice were given MPTP and 
forced to run until day 12 or 30 for behavioral tests 
and sacrificed for biochemical analysis. Moderate 
forced treadmill running reversed 6-OHDA 
movement impairments in rats after one day with 450 
m/day of treadmill running, reversed MPTP 
movement impairments in mice after three days with 
50 m/day, and attenuated striatal DA loss and DA 
terminal marker loss (DAT, VMAT, tyrosine 
hydroxylase (TH)) in both models46. Treadmill 
running, like forced use, attenuated both movement 
impairments and dopamine loss.   

It is believed that mild stress can cancel the effect 
of neuroprotection. Both voluntary and forced 
exercise have been associated with mild stress. 
Howell et al addressed this issue by looking at the 
effect of stress on voluntary exercise. Animals were 
placed into three groups: runners allowed access to a 
running wheel, stressed runners allowed access to a 
running wheel (stressed with one hour of wheel 
immobilization a day, food deprivation, and a shift in 
the light dark cycle), and nonrunners. Both stressed 
runners and nonrunners had significantly more 
apomorphine rotations than runners alone with no 
difference in TH staining suggesting that mild stress 
can cancel the affect of exercise47. Earlier studies 
indicate that corticosterone, produced immediately 
following exercise, may diminish neuroprotection; 
these effects, however, wear off after five weeks30-31. 
Numerous other studies demonstrate that voluntary 
and forced exercise can ameliorate the behavioral and 
biochemical consequences of 6-OHDA and MPTP PD 
models47-52 though the time, amount, method of 
exercise, and type of lesion do affect the behavioral 
and biochemical outcome. 

In all of the studies the number of SNpc cells did 
not change with exercise47-52; rather, we believe 
behavioral and biochemical sparing comes from 
sparing of SNpc axons and terminals projecting to the 
striatum51. It has been hypothesized that forced use 
ameliorates the behavioral and biochemical effects of 
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6-OHDA and MPTP through a cascade of events that 
involves GDNF53, a potent survival factor for DA 
neurons54. There is a significant increase of striatal 
GDNF 24 and 72 hours after using a non-impaired 
limb55. In the striatum ERK1/2 activation by GDNF 
remains elevated up to 1 month afterwards55,56. The 
medium spiny neurons of the striatum receive BDNF 
from cortical input. They receive and produce GDNF. 
GDNF homodimers bind two GFRα1 receptors, 
which then bind two RET (Rearranged during 
Transfection) receptors, which cross phosphorylate 
each other in the striatum and SNpc. BDNF increases 
the survival of striatal spines, while GDNF increases 
the survival of both SNpc terminals and striatal spines 
(Figure 2). Exercise affects the entire brain with the 
upregulation of growth factors16, and it seems most 
probable that the effects of exercise in PD would 
emerge at the intersection of the SNpc and motor 
cortex in the striatum.  
 
CONCLUSIONS 

Physical activity in PD has been investigated over 
the past decades. The 6-OHDA rat and MPTP mouse 
Parkinson’s disease models show behavioral and 
biochemical sparing in the striatum after voluntary 
wheel running, forced limb use, and forced treadmill 
running though the most beneficial time (before or 
after lesioning), amount,  and method (voluntary 
versus forced) of exercise for neuroprotection are still 

under investigation. Evidence suggests that reduced 
nigrostriatal degeneration is due in part to the 
upregulation of neurotrophic factors, one of the many 
affects of exercise, acting at the striatum.  
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GLUTAMATE AND GABA METABOLISM 
Glutamate and GABA are the major excitatory 

and inhibitory neurotransmitters in the brain, 
respectively.  Unlike other neurotransmitter systems, 
such as monoamines, reuptake and recycling of 
glutamate and GABA does not appear to be as 
important as new synthesis to replenish the pool of 
neurotransmitter for synaptic vesicle filling.  Despite 
the critical importance of neurotransmitter supply, 
either to prevent depletion and maintain stable 
transmission or perhaps to dynamically adjust in 
response to demand, the metabolic pathways by 
which these transmitters are continuously supplied to 
synaptic terminals have not been resolved. 

GABA is synthesized by the decarboxylation of 
glutamate, which is catalyzed by the enzyme glutamic 
acid decarboxylase (GAD).  Neurons are not capable 
of synthesizing glutamate1 on their own; therefore 
inhibitory neurons, like excitatory neurons, need a 
supply of glutamate.  At least two possible pathways 
through which glutamate may be acquired exists:  (1) 
the direct uptake of extracellular glutamate or (2) the 
uptake of glutamine, which can be converted to 
glutamate by neurons.  Transporters serving both of 
these roles are expressed by GABAergic neurons, and 
both have been demonstrated to play roles in the 
synthesis of GABA2-5. 

GABA synthesis and synaptic vesicle filling are 
tightly coupled processes as revealed by biochemical 
assays.  GAD65, the synaptically localized isoform of 
GAD, is associated with a complex of proteins on 
synaptic vesicles that includes the vesicular GABA 

transporter6.  GABA synthesized from glutamate is 
taken up into synaptic vesicles preferentially over pre-
existing GABA7.  Electrophysiological studies 
demonstrated that inhibiting GAD results in a 
reduction in the size of miniature synaptic events, 
which represent the amount of GABA released from a 
single synaptic vesicle8.  In contrast, knock-out of the 
predominant membrane transporter for GABA 
reuptake does not influence the size of these miniature 
events9.  Taken together, these findings suggest that 
new synthesis is more important than recycling of 
existing GABA.  Moreover, they demonstrate that any 
factors influencing GABA synthesis are likely to play 
an important role in maintaining, and possibly 
regulating, inhibitory synaptic transmission.  Finally, 
GABA is catabolized by the action of GABA 
transaminase (GABA-T), which deaminates GABA to 
make succinic semialdehyde (SSA), and then SSA 
dehydrogenase (SSADH) converts SSA to succinate, 
which enters the TCA cycle.  SSA can also be 
converted to γ–hydroxybutyrate (GBH) by the action 
of SSA reductase10 (Figure 1). 
 
HOW IS SUBSTRATE OBTAINED FOR 
PRODUCTION OF GLUTAMATE AND GABA? 

Supply of substrate to inhibitory neurons for 
GABA synthesis is mediated by highly regulated, 
sodium-dependent solute transporters, which carry 
metabolites against their concentration gradients.  
EAAT3, a member of the high affinity glutamate 
transporter (excitatory amino acid transporter, EAAT) 
family, is expressed on somatodendritic   
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compartments of excitatory neurons, and at axon 
terminals of GABAergic neurons11, 12.  SNAT1 and 2 
are members of the sodium coupled neutral amino 
acid transporter (SNAT) family and are expressed on 
excitatory and inhibitory neurons13.  Because of their 
substrate affinity and the high ambient concentration 
of glutamine in the brain, SNAT1 and 2 are likely the 
major glutamine uptake pathway for neurons14. 

Astrocytes express glutamate transporters EAAT1 
and 2 (also known as GLAST and GLT-1, 
respectively), of which EAAT2 is the major 
transporter for the clearance of synaptically released 
glutamate15, as well as SNAT3 and 513.  A glutamine-
glutamate-GABA cycle has been proposed1 in which 
glutamate released from neurons is taken up by 
astrocytes, converted to glutamine with the enzyme 
glutamine synthetase and subsequently transported 
back to neurons (Figure 1).  In neurons, glutaminase 
type I (GLS1) has been proposed to be the enzyme 
that converts glutamine to glutamate 1.  Studies have 
suggested that the majority of neurotransmitter 
glutamate is recycled by GLS1 with minimal 
contribution of de novo synthesis of glutamate from 
α-ketoglutarate in excitatory neurons16, 17.  
Interestingly, when GLS1 was knocked out, GABA 
levels were not reduced18, suggesting alternative 
metabolic pathways for GABA synthesis must be 
present in inhibitory neurons. 

In acute hippocampal slices, pharmacological 

inhibition of either EAATs or SNATs results in a 
rapid reduction of GABA vesicle content, as 
measured by changes in miniature inhibitory 
postsynaptic current (mIPSC) amplitudes3, 19.  These 
results suggest that a dynamic equilibrium exists 
between GABA synthesis and vesicular filling, and 
consequently that inhibitory synaptic strength is 
directly regulated by two different substrate supply 
pathways.  These results also suggest that substrate 
supply is a key regulatory point in the determination 
of inhibitory synaptic strength. 
 
THERAPEUTIC IMPLICATIONS OF 
REGULATING INHIBITORY 
NEUROTRANSMISSION: WHAT KNOCKOUT 
STUDIES TELL US ABOUT THE ROLE OF 
KEY PROTEINS INVOLVED IN THE 
REGULATION OF GABA SYNTHESIS 
(summarized in Table 1) 

The importance of the regulatory points of GABA 
synthesis is revealed by knock-out mouse studies.  
After glutamate is cleared by glutamate transporters 
on glia, glutamine synthetase (GS) converts glutamate 
to glutamine to recycle neurotransmitter for both 
excitatory and inhibitory neurotransmission.  In the 
context of an entire organism, the conversion of 
glutamate to glutamine results in detoxification of 
ammonia.  As expected, knocking out GS has a severe 
phenotype, with death occurring at embryonic day 
3.520.  Since GS has a global role beyond the central 
nervous system, it is not likely to be a good 
therapeutic target to alter GABA metabolism.   

As mentioned above, GLS1 is the enzyme thought 
to convert glutamine to glutamate in neurons.  The 
GLS1 knock-out mouse dies within a day of birth, is 
slightly smaller than wild type, has impaired 
respiratory function, and is deficient in goal-directed 
behavior18.  It is thought that respiratory acidosis 
causes respiratory impairment and subsequent death.   

There are 2 isoforms of GAD, GAD65 and 
GAD67, named after their molecular weights of 65 
and 67 kDa, respectively.  These 2 isoforms are 
encoded by independent genes and have different 
subcellular localizations in inhibitory neurons.  As 
mentioned earlier, GAD65 is found at synapses.  One 
study showed that GAD65 knock-out mice are more 
likely to develop seizures than wild type mice21.  A 
different GAD65 knock-out mouse had an epileptic 
phenotype characterized by spontaneous seizures that 
led to death22.  This mouse also showed increased 
anxiety-like behaviors and diminished response to 
anxiolytics23, pre-pulse inhibition deficits24, 
upregulation of the vesicular GABA transporter, and 
increased cytosolic GABA transport into synaptic 
vesicles25. 

GAD67 localizes to the cell soma of inhibitory 
neurons.  The GAD67 knock-out mouse shows a 

Figure 1. | Metabolic pathways of GABA.  Acquisition of substrate for GABA 
synthesis, GABA packaging into synaptic vesicles, and breakdown of GABA by 
respective proteins. 
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reduction in GABA levels throughout the brain, a 
reduction in GAD activity, and severe cleft palate, 
which leads to death within 24 hours of birth26.  It is 
thought that the reduction of GABA levels in the 
GAD67 knock-out mouse brainstem to 30% of wild 
type leads to a malfunction in the respiratory control 
system and subsequent death27.  The GAD65/GAD67 
double knock-out mouse dies after birth due to cleft 
palate.  GABA levels are low in this mouse28 and 
another study with a different GAD65/GAD67 double 
knock-out mouse determined that GABA synthesis is 
absent29. 

The vesicular GABA transporter (vGAT) fills 
synaptic vesicles with both inhibitory 
neurotransmitters GABA and glycine.  Study of a 
vGAT knock-out mouse showed that this mouse is 
incapable of executing vesicular release of GABA and 
glycine29. 

GAT1 is the predominant transporter responsible 
for GABA reuptake into inhibitory terminals, which 
allows for termination of GABA transmission.  The 
GAT1 knock-out mouse showed reduced anxiety-like 
and depression-like behaviors30, as well as decreased 
aggression31, tremor, ataxia, nervousness, and 
increased extracellular GABA levels, which led to 
enhanced tonic inhibition and diminished phasic 
inhibition9.  GAT1 has been targeted therapeutically 
by drugs, such as tiagabine, to treat epilepsy and 
anxiety32. 

GABA-T and SSADH perform a 2-step 
enzymatic breakdown of GABA.  While there is no 
knock-out mouse for GABA-T, drugs that inhibit 
GABA-T, such as vigabatrin, have been used to 
increase GABA levels in the brain.  Vigabatrin is not 

a drug of choice for epilepsy treatment because it 
often causes visual field defects33.  The SSADH 
knock-out mouse exhibits ataxia, absence-like 
seizures with ictal behavior characterized by facial 
myoclonus, vibrissal twitching, and frozen immobility 
at 2 weeks.  At this time, the absence seizures become 
more severe evolving into generalized convulsive 
seizures that progress into lethal status epilepticus34, 

35.  This mouse provides a good model for SSADH 
deficiency seen in humans36, which is characterized 
by absence seizures and mental retardation. 
 
THE ROLE OF EAAT3 ON INHIBITORY 
NEUROTRANSMISSION, SEIZURES, AND 
EPILEPSY 

A role for EAAT3 as a critical regulator of 
neuronal excitability in vivo was demonstrated using 
antisense knock-down of the transporter37-42.  In this 
study, antisense oligonucleotides to EAAT3 were 
infused into the lateral ventricles of rats, adjacent to 
the hippocampus.  The animals developed 
spontaneous seizures corresponding to the time course 
of EAAT3 protein level reduction.  Biochemical 
analysis confirmed reduced GABA content and 
impaired GABA synthesis in hippocampal tissue from 
treated animals.  These results suggest that EAAT3 
mediates an endogenous negative feedback 
mechanism whereby increased extracellular glutamate 
enhances GABA synthesis and inhibitory synaptic 
strength.  The EAAT3 knock-out mouse did not have 
an epileptic phenotype, but it did develop 
dicarboxylic aminoaciduria and behavioral 
abnormalities43.  In addition, this mouse develops 
glutathione deficiency and shows age-dependent 

 
Table 1 | Summary of knock-out studies of key regulatory points in GABA metabolism. 
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neurodegeneration44.  The discrepancy in the 
phenotypes between the knock-out mouse and the 
knock-down rats, in particular the epileptic 
phenotype, has been attributed to a compensatory 
upregulation of a glutamate transporter homologous 
to EAAT3 in the knock-out mouse4.   

Several studies have investigated changes in 
EAAT3 expression in a variety of chronic epilepsy 
models and in human epileptic brain. Most studies of 
seizure models have looked at EAAT3 expression 
changes at least 24 hours after seizure induction45, and 
these studies have examined changes at the tissue 
level which would predominantly reflect expression 
changes in the more numerous excitatory neurons. 
Moreover, the results of these studies were 
inconsistent, possibly due to differences in the 
epilepsy models, measurements (mRNA vs. protein) 
and regions examined.  The only study of acute 
changes showed that EAAT3 protein in hippocampal 
pyramidal neurons appears to internalize 6 hours after 
kainic acid seizure induction46. No study has 
examined the expression of EAAT3 by inhibitory 
neurons in seizures and epilepsy.  Because EAAT3 is 
expressed at postsynaptic sites on excitatory neurons 
and presynaptically on inhibitory neurons, it seems 
reasonable to hypothesize that seizure activity will 
have distinct effects on these two pools of 
transporters. 

Recent evidence suggests that one function of 
glutamate transporters on inhibitory neurons, 
potentially EAAT3, may be the dynamic regulation of 
inhibition by extracellular glutamate levels47.  
Glutamate has been reported to increase 
extracellularly prior to seizure onset in human brain48.  
Therefore, EAAT3 may function to prevent the onset 
of seizures or to curtail seizure activity once started 
through enhancement of inhibition. 
 
REGULATION OF EAAT3 SURFACE 
EXPRESSION AND GLUTAMATE UPTAKE BY 
SIGNALING CASCADE MOLECULES 

Signaling cascade-mediated regulation of EAAT3 
in inhibitory neurons could allow for modulation of 
inhibitory neurotransmission.  A number of studies 
reported that EAAT3 activity is regulated by signaling 
cascade molecules.  Most of these studies used 
heterologous settings including the C6 glioma cell 
line, which expresses EAAT3 endogenously.  
Regulation of neuronal EAAT3 in an endogenous 
setting and its effects on neuronal glutamate uptake 
are less well described.  One study demonstrated 
functional upregulation of EAAT3 activity following 
induction of long term potentiation in the 
hippocampus and subsequent translocation of the 
protein from a cytosolic to a membrane 
compartment49. 

Glutamate uptake via EAAT3 is increased by 

non-specific activation of protein kinase C (PKC) 
with phorbol-12,13-myristate (PMA) in C6 glioma 
cells50 and in primary neuronal cultures46, 50.  This 
increase in glutamate uptake is associated with a rapid 
increase in EAAT3 surface expression in both C6 
glioma cells and neurons46.  Bisindolylmaleimide II 
(Bis II), a PKC inhibitor, completely blocks the PMA-
induced glutamate uptake, but has no effect on basal 
glutamate uptake levels51.  PKC activation mimicked 
the LTP induced upregulation of EAAT349. 

PKC activity is mediated by a family of three 
subgroups (classic, novel, and atypical PKCs) each 
having unique properties.  Classic PKC (cPKC) 
subtypes, which include three members (α, β, and γ), 
require calcium as a co-factor and are activated by 
diacylglycerol (DAG) and phorbol esters.  In both C6 
glioma cells and cortical neurons, the PMA-induced 
increase in EAAT3 activity was blocked with Gö6976 
(10 μM), a selective inhibitor of cPKC subtypes52.  Of 
the three cPKC subtypes, C6 glioma cells only 
express PKCα, suggesting that PKCα is the cPKC 
subtype that plays a role in the regulation of EAAT3 
activity.  In addition, C6 glioma cells treated with 
PMA showed a direct interaction between PKCα and 
EAAT3 on the cell surface52.  Rat brain synaptosomes 
show basal EAAT3-PKCα association in the absence 
of PMA, while PMA treatment induced additional 
EAAT3-PKCα association.  Both effects in 
synaptosomes are blocked by PKC antagonists 
suggesting the association may be triggered by 
endogenous stimulation of PKC activity under 
physiological conditions53. 

Phospatidylinositol 3-kinase (PI3K) has also been 
shown to regulate EAAT3 activity.  Wortmannin, an 
irreversible PI3K inhibitor, decreases glutamate 
uptake and EAAT3 cell surface expression in C6 
glioma cells within minutes.  Platelet-derived growth 
factor (PDGF), which stimulates PI3K activity, 
increases both the activity and cell surface expression 
of EAAT3.  The PDGF-mediated increase in EAAT3 
activity is not blocked by the PKC antagonist BisII, 
and the PMA-mediated increase in glutamate uptake 
is not blocked by wortmannin suggesting that at least 
two independent signaling pathways regulate EAAT3 
activity50. 

Protein kinase A (PKA) has been shown to 
regulate EAAT3 activity.  In primary neuronal 
cultures glutamate uptake and EAAT3 surface 
expression decrease after treatment with H89, a PKA 
inhibitor.  The H89-mediated decrease in glutamate 
uptake was counteracted by pre-treating cells with 
forskolin, a PKA activator54. 

As mentioned earlier, EAAT3 is expressed at 
GABAergic terminals and glutamatergic postsynaptic 
sites, but there are few studies that examined the 
functional regulation of EAAT3, and these studies 
have primarily looked at the postsynaptically 
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localized EAAT3.  To our knowledge, no functional 
studies of EAAT3 at GABAergic terminals have been 
conducted. 
 
REGULATION OF EAAT3 ACTIVITY BY 
PRESYNAPTIC RECEPTORS AT GABAERGIC 
TERMINALS: METABOTROPIC GLUTAMATE 
RECEPTORS AND OPIOID RECEPTORS 

Metabotropic glutamate receptors (mGluRs) have 
multiple effects on interneurons through their actions 
on somata and axon terminals.  In general, group I 
mGluRs (mGlu1 and mGlu5) are located on 
somatodendritic compartments, and group II/III 
mGluRs are located on presynaptic terminals, 
although there are many exceptions55.  Presynaptic 
mGluRs on inhibitory terminals are activated by 
glutamate that is released from neighboring excitatory 
synapses56.  When extracellular glutamate levels are 
sufficient to reach transporters on inhibitory 
terminals, it is likely that presynaptic mGluRs would 
be activated as well.  mGlu1 agonists activate PKC in 
hippocampal pyramidal cells57, but the signaling 
pathways activated in interneurons are not known.  
Interestingly, group I agonists are generally pro-
convulsant in vitro and in animal models58.  
Investigation of possible regulation of EAAT3 
activity on GABAergic neurons by mGluRs may 
provide important insights into the endogenous 
signaling mechanisms underlying a crosstalk between 
excitatory and inhibitory neurotransmission. 

Opioid receptors are members of the superfamily 
of G-protein-coupled receptors that utilize inhibitory 
G-proteins (Gi/o).  After Gi/o are stimulated by opioid 
receptors, multiple effectors are activated including 
adenylyl cyclase and mitogen-activated protein 
kinase54, 59.  Also, activation of Gi/o leads to inhibition 
of cAMP production and PKA activity60.  Inhibition 
of PKA has been associated with decreases in 
glutamate uptake and glutamate transporter surface 
expression levels by neurons50.  Of the three well-
characterized opioid receptors (Mu-, Delta-, and 
Kappa-opioid receptors), Mu-opioid receptor (MOR) 
and Delta-opioid receptor (DOR) are highly expressed 
in cortex61, 62 and hippocampus63-65.  While it seems 
that DOR is expressed by both excitatory and 
inhibitory neurons66, MOR is preferentially expressed 
in axonal and somatodendritic compartments of 
GABAergic neurons in the hippocampus.  In addition, 
both MOR and DOR localize to GABAergic neurons 
in dissociated cortical and hippocampal cultures67. 

Recently, it was shown in EAAT3-expressing 
Xenopus oocytes that co-expressing increasing 
amounts of DOR decreased glutamate uptake and 
EAAT3-mediated currents.  In addition, DOR and 
EAAT3 can be co-immunoprecipitated and co-
localized in both Xenopus oocytes and in rat cultured 
hippocampal neurons, suggesting a direct interaction 

between EAAT3 and DOR.  Activation of DOR with 
pre-treatment of [D-Pen2,5]-enkephalin (DPDPE), a 
DOR agonist, counteracted the reduction in glutamate 
uptake and EAAT3-mediated current in Xenopus 
oocytes, and co-localization in both Xenopus oocytes 
and hippocampal neurons68.  It is possible that DOR 
inactivates EAAT3 by its direct interaction and when 
DOR is stimulated by DPDPE, EAAT3 is released 
and allowed to increase its activity.  This is further 
indication that EAAT3 could be regulated by G-
protein coupled receptors.  In addition, strong 
evidence suggests that protein kinase B (Akt), a 
downstream target of PI3K, regulates EAAT3 
activity69.  Akt is a downstream target of DOR in T 
cells making DOR a strong candidate for the 
regulation of EAAT370.  Whether MOR also regulates 
EAAT3 activity has not been investigated, however, 
its selective expression by GABAergic neurons 
suggests the possibility that, if it does, it may provide 
a signaling mechanism to selectively regulate EAAT3 
on inhibitory neurons. Therefore, from a potential 
therapeutic perspective, MOR may be the most 
interesting candidate for the regulation of glutamate 
transporter activity in GABAergic neurons. 
 
CONCLUSIONS 

This review highlights the importance of the 
regulation of neurotransmitter GABA metabolism.  In 
order to make progress towards the development of 
novel therapeutic targets for inhibitory 
neurotransmission, candidate therapeutic targets at 
GABAergic terminals, such as EAAT3, must be 
studied.  Through EAAT3’s possible regulation by 
signaling cascade molecules and specific receptors, 
the activity of EAAT3 could be manipulated in order 
to alter glutamate uptake, GABA synthesis, and 
ultimately, inhibitory neurotransmission.  
Additionally, regulatory points in GABA synthesis, 
such as GAD and vGAT, which can adjust GABA 
levels and alter inhibitory neurotransmission, need to 
be further explored. 
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 Brain development is a prolonged and dynamic 
process that begins in the prenatal period and 
continues through adolescence1, 2. This phenomenon 
can be appreciated by looking at the examples of 
spatiotemporal dynamics of dendritic differentiation 
and synaptogenesis3. Therefore these dynamics need 
to be considered when studying brain development. 

Both genetic and environmental factors have 
profound effects on the formation and integrity of 
brain architecture. Abnormalities in the development 
of the brain are linked to neurological and psychiatric 
disorders, despite the fact that these diseases manifest 
their symptoms later on in life4.  It is now believed 
that abnormalities in the brain architecture occur 
much earlier then the actual appearance of the 
symptoms of these diseases5. Therefore it can be 
postulated that the manifestations of these diseases 
could be the result of convergence of many different 
developmental pathological processes linked to these 
diseases6.  

As the brain develops the roles played by 
neurotransmitters change significantly7. In the adult 
nervous system, neurotransmitters are primarily 
involved in the transmission of information across 
synapses8. On the one hand, they perform a much 
more complicated role of modulating the connectivity 
and subsequent function of different regions of the 

brain during development8. Therefore the perturbation 
of the biology of neurotransmitters during 
development could be associated with alterations in 
the brain architecture and consequently with 
neurological and psychiatric diseases.  

Two areas of the brain, namely medial prefrontal 
cortex (MFC) and striatum (STR) have been linked to 
complex brain functions such as cognition9, 
motivation and planning etc. These two areas have 
also been implicated in neuropsychiatric disorders6, 10, 

11. Therefore the neurotransmitter systems expressed 
during and after development of MFC and STR, could 
play a crucial role in the development of these 
neuropsychiatric disorders. 
 
DOPAMINE: THE NEUROTRANSMITTER 

Dopamine is a neurotransmitter that is 
synthesized in dopaminergic neurons from the amino 
acid tyrosine via a series of reactions, the rate limiting 
step of which is mediated by the enzyme tyrosine 
hydroxylase. The principle dopaminergic fiber 
systems in the brain include the nigrostriatal (that 
connects the substantia nigra pars compacta to the 
dorsal striatum), mesolimbic pathway (that connects 
ventral tegmental area to the ventral striatum) and the 
mesocortical pathway (that connects ventral tegmental 
area to the prefrontal cortex). Receptors for dopamine  
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Modulation of Neuronal Differentiation by Dopamine 
Receptors 
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Brain development is a prolonged process that requires a tight regulation of spatiotemporal events. 
Neuropsychiatric disorders, like schizophrenia and bipolar disorder have been hypothesized to have a 
developmental etiology despite the fact that the manifestations of the symptoms of these diseases occur 
later in life. It has been suggested that developmental perturbation of neuronal architecture in specific 
regions of the forebrain is responsible for the manifestations of these diseases. Dopamine is a 
neurotransmitter that appears prior to synaptogenesis and expression of the dopamine system is 
particularly high in the regions implicated in neuropsychiatric disorders. The receptors for dopamine are 
classified into two sub-families which trigger unique intracellular signaling cascades and modulation of 
the physiology of these receptors appear to result in permanent alteration in the morphology of 
dopaminoceptive neurons. A number of approaches, that include modulation of activity of these 
receptors by different chemical compounds, altered receptor trafficking and developmental deletion of 
dopamine receptors, have complemented these conclusions. It appears that modulation of neuronal 
morphology depends upon the type of dopamine receptor activated, the distinct intracellular signaling 
cascade triggered and the region of the brain that express these neurons. The cellular mechanisms 
involved in the modulation of neuronal morphology are still under investigation. Alterations in the 
intracellular calcium ion concentration upon activation of dopamine receptors could lead to the triggering 
of down stream signals linked to the modulation of neuronal cytoskeleton and hence neuronal 
morphology. Studies conducted on receptor-specific modulation of neuronal differentiation could help us 
better understand the pathophysiology of neuropsychiatric disorders. 
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are expressed in particularly high concentration in 
two regions of the brain; namely the MFC and STR. 
The role of dopamine in these areas has been linked to 
cognition, reward, learning and movement12.  

Dopamine can exert an excitatory or an inhibitory 
influence on its target cell by binding to the 
appropriate receptor subtypes. The action of 
dopamine is terminated by reuptake into the 
presynaptic neuron by the action of dopamine 
transporter; following which it can be either 
repackaged into vesicles or degraded by the enzymes 
monoamine oxidase and catechol-O-
methyltransferase. Dopamine binds to five distinct 
receptors called dopamine receptor 1, 2, 3, 4 and 5 
(D1-5). These are transmembrane receptors that are 
coupled to G protein, and hence they belong to G 
protein coupled receptors (GPCR) family. Based on 
intracellular signaling mechanisms, subtypes of the 
coupled G proteins and sequence of homology, 
dopamine receptors have been classified into two 
subfamilies; namely the D1-like receptor subfamily 
(that includes D1 and D5) and D2-like receptor 
subfamily (that includes D2, D3 and D4)13. D1 
receptor expressing neurons co-express the 
neuropeptides dynorphin and substance P, while the 
D2 receptor expressing neurons co-express 
enkephlins14, 15. The D1-like receptors couple to Gαs/olf 
proteins and the D2-like receptors couple to Gαo/i 
protein. The activation of D1 and D2-like receptor 
subfamilies trigger intracellular signaling cascades 
that eventually result in accumulation and depletion of 
intracellular cAMP respectively. It is reported that 
there also exists another category of dopamine 
receptors, namely the D1 and D2 receptor 
heterodimers, that are coupled to Gαq/11 protein and 
are linked to the phospholipase C pathway16. The 
signaling transduction through the Gαq/11 has been 
shown to result in the release of calcium ions (Ca2+) 
from intracellular stores17.  

It is traditionally believed that the D1 and D2 
receptors are expressed by distinct neurons. Studies 
using insitu-hybridization techniques have shown that 
majority of D1 and D2 receptors are expressed on 
distinct neurons18. Segregation of neurons that 
express D1 and D2 receptor RNA has also been 
shown in striatum18. On the other hand evidence has 
been presented negating this view and introducing the 
idea that D1 and D2 receptor are also co-expressed on 
the same neurons (most probably as heterodimers). 
The evidence for physical interaction includes co-
immunoprecipitation, western blotting and 
immunocytochemistry17, 19.  Evidence has also been 
presented by studies that used in situ hybridization20, 
single cell RT-PCR18, 21 and electrophysiology19 to 
support this model. 

Studies have been conducted to define the 
functional characteristics of D1-D2 heterodimer 

expressing cells. Using HEK 293T and COS7 cells 
transfected with D1 and D2 cDNA, it has been shown 
that co-stimulation via D1 receptor agonist (SKF 
81297) and D2 receptor agonist (quinpirole) can result 
in the stimulation of phospholipase C pathway and an 
increase in accumulation of intracellular Ca2+ ions17. 
Treatment of D1-D2 transfected HEK cells with 
phospholipase C inhibitor, U71322, was shown to be 
sufficient to deplete cytosolic Ca2+ ions22. In fact, it 
was shown that this Calcium signaling pathway could 
be blocked at different steps of the pathway, for 
example by Gq/11 inhibitor (YM254890), by antagonist 
of intracellular inositol triphosphate receptors (2-
aminoethoxydiphenyl borate) and by depletion of 
intracellular calcium stores (by thoxydiphenyl 
borate)22. A calcium signal was also generated upon 
administration of dopamine receptor agonist SKF 
83959 (that specifically stimulates the phospholipase 
C pathway), but it was not as strong as that generated 
by the co-administration of SKF 83959 and 
quinpirole. Interestingly, the administration of either 
SCH23390 (D1 receptor antagonist) or raclopride (D2 
receptor antagonist) was sufficient to eliminate the 
signaling cascades triggered by co-administration of 
SKF 83959 and quinpirole22. These data support the 
hypothesis that D1/D2 receptor heterodimers are a 
distinct entity with unique activity profile. 

As mentioned earlier, the dopamine system has 
been shown to be associated with a number of crucial 
physiological activities. Alterations in the dopamine 
system have also been implicated in neurological and 
psychiatric disorders including Huntington’s disease, 
Parkinson’s Disease, schizophrenia and bipolar 
disorder6, 10, 11. In fact, drugs used in the treatment of 
some these disorders target the dopamine system23, 24. 
It must also be appreciated that due to the 
complexities of these disorders, no single 
experimental model can address all aspects of these 
diseases.  
 
TEMPORO-SPATIAL EXPRESSION OF 
DOPAMINE RECEPTORS 

Dopamine is one of the neurotransmitters that 
appear very early in the developing brain25. In fact the 
expression of dopamine begins prior to 
synaptogenesis26. Dopaminergic neurons are born 
around the time of telencephalic vesicle formation, 
from neuroepithelial cells (the cell population from 
which precursor brain cells are derived)26.  It has been 
observed that tyrosine hydroxylase expression (a 
marker for dopaminergic neurons) is detectable by 
embryonic day 11 (E11) in mice, E12-13 in rats, E14 
in rabbits and E30 in monkeys27, 28. Although the 
expression of dopamine is evident in the developing 
striatum and cortex, its expression is also seen in 
close proximity of the neuroepithelial cells28. This 
unique spatiotemporal expression of dopamine 
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advocates its role as a modulator of neurogenesis. 
Although numerous studies have provided replicable 
evidence for the spatiotemporal expression of 
dopaminergic neurons in different species, the precise 
estimation of the dynamics of dopamine receptor 
expression has been a difficult task29. Unreliability of 
antibodies and the nonspecificity of chemical 
compounds that serve as dopamine receptor agonists 
and antagonists have contributed to this scenario29. 
Therefore a lot of studies have used alterative 
techniques such as in situ hybridization and RT PCR 
to define the expression pattern of dopamine 
receptors30, 31. Lately, using laser capture 
microdissection, it has been shown that the transcripts 
of dopamine receptors can be detected as early as E12 
in mouse brain29, which coincides with the birth of 
striatal neurons32. It was shown that the most 
abundant transcript of dopamine receptor during 
development was of D229. It was also seen that while 
D1, D2 and D5 receptors show a progressive increase 
in expression with increasing age, D3 and D4 
receptors have an oscillatory expression profile29.   

Following their birth, the dopaminergic neurons 
extend axonal branches that follow a dorsal trajectory 
towards the midbrain and then grow ventro-rostrally 
towards their targets in telencephalon, traversing the 
diencephalon33.  At around E17, in rats, dopaminergic 
axon bundles start to enter the developing striatum 
and some of them continue to proceed towards the 
cortex and eventually reach their appropriate targets33. 
It is also worth noting that the trajectory of growing 
axons and dendrites is influenced by environmental 
cues (molecules that bind to their appropriate 
receptors on growth cones; an area present at the tips 
of axons and dendrites). These environmental cues 
include ephrins, netrin, semaphorins and slits33. In a 
recent study, the opposing roles of netrin (that binds 
to DCC/ deleted in colorectal cancer) and slits (that 
binds to robo) in guiding dopaminergic tract was 
described34. Using a zebrafish model it was shown 
that the absence of robo2 resulted in deviation of 
dopaminergic axons towards midline and that this 
defect was partially restored upon silencing netrin 
expression with morpholinos in these mutants34. 
These opposite roles of netrin and slit signaling are 
consistent with in vitro models35. DCC knockout 
mouse model has been relatively uninformative in this 
regard as the homozygous mutants die soon after birth 
but the heterozygous mice do show an altered 
dopamine expression pattern in the brain and an 
abnormal blunt response to amphetamine treatment36.  

Interestingly, modulation of D1 and D2 receptor 
expressed on GABAergic neurons can alter the 
migration of these neurons37. It was shown that D1 
receptor activation caused an increase while D2 
receptor activation caused a decrease in neuronal 
migration37. These results were also complemented 

with findings seen with tissue obtained from D1 and 
D2 receptor knock out mice37. In light of these 
findings it can be postulated that disruption of the 
dopamine system during a defined embryonic period 
can have significant and long lasting effects on 
neuronal architecture38 that have functional 
implications39. 

In the adult brain, dopamine system orchestrates 
complex spatiotemporal sequence of neural events 
that allows information from cortex to flow to the 
basal ganglia and hence modulate complex functions 
such as motor control, cognition and behavior. The 
circuitry involved in the motoric function is well 
defined40. In short, the motor and pre-motor cortical 
areas send excitatory glutamatergic neuronal fibers 
that synapse predominantly with the medium spiny 
neurons of the striatum. The medium spiny neurons of 
striatum also receive dopaminergic input from 
substantia nigra pars compacta. Of these striatal 
medium spiny neurons, the ones that co-express 
substance P and D1 receptors send GABAergic fibers 
to globus pallidus par interna and hence become a part 
of the direct pathway. On the other hand medium 
spiny neurons that co-express D2 receptors and 
enkephlins send GABAergic fibers to globus pallidus 
par externa and hence become a part of the indirect 
pathway.  The direct pathway eventually allows 
disinhibition of its thalamic and cortical targets while 
indirect pathway results in their inhibition. It is 
becoming increasingly evident that these pathways 
are not only involved in motoric control but also in 
the control of cognitive functions40.  
 
EVIDENCE OF DOPAMINE SYSTEM’S 
INVOLVEMENT IN NEURONAL 
DEVELOPMENT 

As mentioned earlier, in light of its temporal 
expression pattern, dopamine appears to be a very 
strong candidate in modulating neuronal 
differentiation. In fact, there are several lines of 
evidence that link the dopamine system to neuronal 
differentiation (Figure 1). 

1: Stimulation of D1 and D2 receptors has 
distinct consequences on neuronal morphology:  A 
number of studies designed to investigate the effects 
of modulating the activity of D1 and D2 receptors on 
neuronal morphology have been conducted in an in 
vitro model. It has been seen that the application of 
D1 receptor agonist, SKF 38393, causes a reduction 
in the extent of neurite outgrowth of neurons derived 
from MFC41, 42 while it causes an increase the extent 
of neurite outgrowth in striatal neurons43. 
Interestingly, these effects can be attenuated by the 
addition of SCH23390 (a D1 receptor blocker)41, 43. 
On the contrary, addition of quinpirole (a D2 receptor 
agonist) results in an increase in neurite outgrowth44 
and branching45 of neurons derived from MFC. 
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Figure 1. | Modulation of D1 receptor causes alteration in neuronal morphology.

Studies conducted on neuronal cell lines transfected 
with D2-like receptor cDNA also show an increase in 
neurite length and branching upon exposure to 
quipirole46. The activity of adenyl cyclase, as 
modulated by D1 and D2-like receptors, has been 
linked to these changes in neuronal morphology. 

D1 receptor agonist SKF83959 that signals 
through the Gαq/11 pathway, activates the 
phospholipase C pathway16. Although there is a 
controversy regarding the precise receptor population 
whose stimulation results in activation of Gαq/11 

signaling cascade16, 47, it has been seen that exposure 
to SKF 83959 results in a robust increase in neurite 
outgrowth and a marked change in the morphology of 
neurons derived from MFC (Arain & Stanwood, 
unpublished observations).  Therefore it appears that 
the neuronal morphology of dopaminoceptive neurons 
is not just modulated by the type of dopamine 
receptor stimulated but also by the specific 
intracellular signaling cascade triggered.    
 

2: Absence of D1 receptor results in increased 
neurite length:  Evidence for the role of dopamine 
receptor in modulating neuronal differentiation has 
also been presented using in vivo models. As can be 
predicted from the in vitro model (described above) 
which shows that since the stimulation of D1 receptor 
causes a decrease in neurite outgrowth, deletion of D1 
receptor should have an opposite impact. This 
hypothesis was supported by studies done in the D1 
receptor null mouse model that showed that the 
dendritic morphology of MFC neurons, was long and 
tortuous48. These finding were not present in the 
visual or parietal cortices (areas receiving little 
dopaminergic innervation)48. 

 

3: Cocaine exposure modulates dopamine 
receptor trafficking and neuronal morphology:  In 
utero exposure to cocaine is associated with cognitive 
deficit in children2. Cocaine is also an inhibitor of 
catecholamine transporters49. It has been shown that 
exposure to cocaine during a defined developmental 
window causes permanent changes in the morphology 
of dopaminoceptive neurons42. These changes include 
elongation of dendrites and a characteristic “wavy” 
morphology. These changes are also accompanied by  
altered D1 receptor trafficking and uncoupling of D1 
receptors to G protein42, 50. It is suggested that 
inhibition of dopamine transporter (by cocaine) on the 
presynaptic membrane results in increased 
concentration of dopamine in the synaptic space and 
this scenario is compensated by reduced surface 
expression of D1 receptors and their uncoupling to 
Gαs protein on the postsynaptic membrane. This 
model complements the findings seen in D1 receptor 
null mouse48. In both of these experimental models it 
is seen that the unavailability of functional D1 
receptors result in an increase neurite outgrowth and a 
wavy morphology of MFC neurons. Therefore these 
findings are consistent with the hypothesis that 
inactivation (via mal-trafficking or deletion) or 
activation of D1 receptors has distinct impacts on the 
neuronal morphology. 
 
MODULATION OF MICROTUBULE-
ASSOCIATED PROTEIN-2 (MAP2) 
PHOSPHORYLATION RESULTS IN 
ALTERATION OF NEURITE MORPHOLOGY 

As mentioned earlier, the stimulation of D1 
receptors leads to intracellular accumulation of cAMP 
which leads to the activation of protein kinase A 
(PKA)23. Microtubule associated protein2 (MAP2) 
promotes the assembly and stabilization of 
microtubules51 (that holds the cytoskeletal structure 
intact). MAP2 activity is modulated by 
phosphorylation at a number of its sites by PKA52 and 
dephosphorylation by protein-phosphatase 2A 
(PP2A)53. It has been shown that one of the 
mechanisms involved in altering neurite length in 
wildtype primary neuronal cultures, following D1 
receptor agonist exposure, involves the 
phosphorylation of amino acid residues in MAP2 by 
the action of PKA54. These findings are consistent 
with the observations seen in the in vivo model of D1 
over-expressing transgenic mice54. Interestingly, a 
MAP2 deficient mouse model shows a decrease in 
microtubule density and a reduction in dendritic 
length of hippocampal neurons55; thus providing yet 
another evidence for a crucial role of MAP2 in 
neuronal differentiation. 
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ROLE OF DOWNSTREAM EFFECTORS OF 
Ca2+ SIGNALS IN NEURONAL MORPHOLOGY 

As mentioned earlier, the modulation of dopamine 
receptors results in alteration of the Ca2+ signals. 
Therefore it is likely that Ca2+ signals modulates 
down stream signaling cascades that eventually 
results in altering neuronal morphology56. One of 
these down stream signals is the modulation of 
calcium/calmodulin-dependent protein kinase II 
(CamKII) activity57. It’s been shown that constitutive 
activity of CamKII results in inhibition of dendritic 
growth, while its inhibition causes an increase in 
dendritic growth57. Furthermore, in another study it 
was shown that CamKII signaling involves the a 
number of signaling molecules that activate MAP 
kinase which goes on to phosphorylate the 
transcription factor CREB and hence eventually 
stimulate the transcription of Wnt-2 which directly 
stimulate dendritic growth58. Hence Ca2+ signaling 
seems to be the key architect of neuronal morphology. 
 
CONCLUSION 
The temporo-spatial pattern of dopamine system 
makes it an interesting candidate to study the 
mechanisms of brain development. The perturbation 
of dopamine system results in permanent alterations 
in neuronal morphology, the evidence for which is 
provided by both in vitro and in vivo models. This 
perturbation appears to be modulated by a number of 
factors that include the expression pattern of 
dopamine receptor subtypes, the brain region 
expressing these receptors and the intracellular 
signaling cascades triggered by them. Alteration of 
neuronal morphology appears to include both the 
extent of neurite outgrowth and their branching 
pattern, which could eventually translate into 
alteration of neuronal circuitry. Since the changes in 
dopamine system appear to cause alteration in the 
brain architecture of regions rich in dopaminoceptive 
neurons (regions also implicated in the 
pathophysiology of neuropsychiatric disorders), the 
dopamine system becomes an obvious candidate to 
study the developmental etiology of neuropsychiatric 
disorders. Further studies that target both the 
expression pattern and the pharmacology of these 
receptors need to be conducted to define the effects of 
modulation of dopamine receptors on neuronal 
morphology. 
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