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VANDERBILT LAW REVIEW ARTIFICIAL INTELLIGENCE POLICY 
 

INTRO STATEMENT 
 

Purpose: Vanderbilt Law Review (“VLR”) recognizes that generative artificial intelligence (“AI”) 
tools may have significant benefits to the research and development of academic works. As 
technology continues to evolve, VLR aims to provide its authors, editors, and broader audience 
with updated guidance regarding the use of AI in VLR’s published scholarship. Acknowledging 
that AI is still rapidly advancing, the following policy is subject to change as society grows more 
knowledgeable of AI’s advantages and limitations. All authors are expected to comply with VLR’s 
current AI policy throughout the development and editing of their work. In the event of a mid-
publication schedule policy modification, VLR will give sufficient notice to authors to comply with 
all relevant updated policy terms. 
 
Scope: For the purposes of this policy, “AI” refers to generative AI, which is commonly defined 
as platforms and algorithms that can be used to create new content based on a variety of inputs. 
  
To ensure that works published in VLR continue to provide readers with exceptional and reliable 
scholarship, we expect authors to comply with the following AI standards. If you have any 
questions about VLR’s AI policy, please contact articles.review@vanderbilt.edu. 
 

AUTHOR RESPONSIBILITY 
  
VLR expects authors to use AI tools responsibly, ethically, and transparently. To achieve 
responsible use of AI tools, authors must verify the factual nature of AI-generated claims. To 
achieve ethical use of AI tools, authors must be diligent in guarding against bias that may be 
introduced by AI tools. At all times, authors must independently produce all substantive aspects 
of their work. 
 

DISCLOSURE REQUIREMENTS 
  
Authors who use AI tools in the production of a paper must disclose which tools the author used 
and for what purposes the author used each tool. 
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