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Promoting Transfer: Effects of Self-Explanation and Direct Instruction

Bethany Rittle-Johnson
Vanderbilt University

Explaining new ideas to oneself can promote transfer, but how and when such self-explanation is effective is
unclear. This study evaluated whether self-explanation leads to lasting improvements in transfer success and
whether it is more effective in combination with direct instruction or invention. Third- through fifth-grade
children (ages 8 —11; n = 85) learned about mathematical equivalence under one of four conditions varying in (a)
instruction on versus invention of a procedure and (b) self-explanation versus no explanation. Both self-
explanation and instruction helped children learn and remember a correct procedure, and self-explanation
promoted transfer regardless of instructional condition. Neither manipulation promoted greater improvements
on an independent measure of conceptual knowledge. Microgenetic analyses provided insights into potential

mechanisms underlying these effects.

Learning is often plagued by the inert knowledge
problem—knowledge that is not transferred to new
contexts or problems (Bransford, Brown, & Cocking,
2001). Generating explanations for oneself (i.e., self-
explanation) is one promising process that can pro-
mote transfer (e.g., Chi, Bassok, Lewis, Reimann, &
Glaser, 1989; Siegler, 2002). What is less clear is
whether promoting self-explanation is most effective
in combination with direct instruction or discovery
learning conditions and whether self-explanation is
beneficial after a delay and across a range of mea-
sures (e.g., learning correct procedures, transferring
the procedures, and understanding relevant con-
cepts in the domain). This study evaluates the effects
of self-explanation under different instructional
conditions across a range of measures and assess-
ment delays.
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Discovery Learning Versus Direct Instruction

Influential theories in psychology and reform ef-
forts in education often claim that discovery learning
supports better transfer and conceptual knowledge
than direct instruction. For example, Piaget asserted
in his book To Understand Is to Invent that “to un-
derstand is to discover, or reconstruct by rediscovery,
and such conditions must be complied with if in the
future individuals are to be formed who are capable
of production and creativity and not simply repeti-
tion” (Piaget, 1973, p. 20). This claim is widely ac-
cepted in education communities (e.g., Bredekamp &
Copple, 1997; Fuson et al., 1997; Hiebert et al., 1996;
Kamii & Dominick, 1998; Stohr-Hunt, 1996; Von
Glasersfeld, 1995). For example, in many reform-
based mathematics programs, “a great deal of lesson
time is devoted to allowing children to work out
their own procedures ...” (Fuson et al., 1997, p. 131).

In contrast, other theories (e.g., information
processing theories such as cognitive load theory)
propose that discovery conditions often overload
working-memory capacity, and thus advocate more
direct instruction (e.g., Sweller, 1988). It is well
established that humans have limited working-mem-
ory capacity (Baddeley, 1992; Miller, 1956), and that
well-organized knowledge structures, or schemas, are
needed to overcome these working-memory limita-
tions (Chase & Simon, 1973; Larkin, McDermott, Si-
mon, & Simon, 1980). Direct instruction can provide
organizing schemas for novices in a domain that help
coordinate information in working memory (e.g.,
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Sweller, Van Merrienboer, & Paas, 1998). In contrast,
discovery-learning conditions require random search,
and thus are heavily constrained by capacity limita-
tions. Sweller (2003) claimed that “Direct guided in-
struction, rather than problem solving, should be used
as a means of acquiring schemas ... and should al-
ways be used if available” (p. 246).

Evidence exists for the benefits of both discovery
learning and direct instruction. In support of dis-
covery learning, children who discover their own
procedures often have better transfer and conceptual
knowledge than children who only adopt instructed
procedures (although these studies did not utilize
random assignment) (e.g., Carpenter, Franke, Jacobs,
Fennema, & Empson, 1998; Hiebert et al., 1996;
Hiebert & Wearne, 1996; Kamii & Dominick, 1998). In
support of direct instruction, a large number of
studies have shown an advantage for learning and
transfer if people study worked examples (a form of
direct instruction) rather than solve problems un-
aided (a form of discovery learning) (see Atkinson,
Derry, Renkl, & Wortham, 2000, and Sweller et al.,
1998, for reviews). Further, students who learn via
carefully designed direct instruction can demon-
strate substantial transfer (Klahr & Carver, 1988;
Klahr & Nigam, 2004; Schwartz & Bransford, 1998),
and direct instruction on a procedure can lead to
improvements in conceptual knowledge (Rittle-
Johnson, Siegler, & Alibali, 2001).

This contradictory evidence may partially be ex-
plained by a confound typically found in this liter-
ature between the source of information (did
someone tell you or did you discover it yourself?)
and the processes that go on during acquisition
(Mayer, 2004). The potential benefits of discovery
learning may be due to actively engaging the learner
in manipulating, linking, and evaluating informa-
tion—in other words, self-explanation—rather than
the discovery of the procedure itself. Successful uses
of direct instruction may emerge when learners are
engaged in active cognitive processes like self-
explanation. How does discovery learning versus
direct instruction impact learning when learners are
prompted to self-explain?

Effectiveness of Elicited Self-Explanation Under
Conditions of Discovery or Direct Instruction

Although there is a growing body of literature
supporting the benefits of self-explanation for
learning, the conditions under which it is most
beneficial and the mechanisms underlying the effect
are not well understood. Prior research that involved
random assignment of participants to self-explain or

not can be categorized based on the instructional
conditions (direct instruction or discovery) and three
outcome measures: procedural learning, procedural
transfer, and conceptual knowledge. Procedural
learning is the ability to execute action sequences to
solve familiar problems, procedural transfer is the
ability to extend known procedures to novel con-
texts, and conceptual knowledge is understanding
principles governing a domain and the interrelations
between units of knowledge in a domain (e.g., Bisanz
& Lefevre, 1992; Greeno, Riley, & Gelman, 1984; Ri-
ttle-Johnson et al., 2001). This brief literature review
is limited to studies that focused on problem solving,
rather than text comprehension, and to studies that
use the most widely accepted operational definition
of self-explanation, which is generating explanations
of correct material by oneself (rather than explaining
one’s own, potentially incorrect, solutions or adopt-
ing explanations provided by others).

First, consider prior experimental research on self-
explanation using some form of direct instruction,
such as studying text and/or worked examples.
Several studies have found that prompts to self-
explain, when compared with no-prompts, lead to
immediate improvement in procedural learning
(Bielaczyc, Pirolli, & Brown, 1995; Pine & Messer,
2000) as well as procedural transfer (Aleven &
Koedinger, 2002; Atkinson, Renkl, & Merrill, 2003;
Renkl, Stark, Gruber, & Mandl, 1998; Wong, Lawson,
& Keeves, 2002). These studies have included par-
ticipants ranging in age from 5 to adulthood in do-
mains ranging from principles of balance to
geometry. The transfer contexts in these studies have
been highly similar to the intervention context, and
only one study, by Wong et al. (2002), assessed
learning after a delay (1 day to 1 week). Conceptual
understanding was not assessed in any study. Other
studies have failed to find a benefit for eliciting self-
explanations during direct instruction in a variety of
mathematical and scientific domains (Conati &
Vanlehn, 2000; Didierjean & Cauzinille Marmeche,
1997; GroBe & Renkl, 2003; Mwangi & Sweller, 1998).

Less experimental research has been done on the
effectiveness of self-explanation under discovery
learning conditions. A few studies have found that
learners demonstrate immediate gains in procedural
learning (Curry, 2004; Neuman & Schwarz, 1998;
Siegler, 1995) as well as in procedural transfer
(Siegler, 2002). In these studies, learners ranging in
age from 5 to adulthood solved problems and re-
ceived feedback on the correct solutions before self-
explaining (typically in a single session). Again,
these studies did not assess conceptual knowledge
and the assessment context was very similar to the



intervention context (e.g., no temporal delay). In
contrast, two unpublished studies have failed to find
a benefit for eliciting self-explanations under similar
problem-solving conditions (Earley, 1999; Rittle-
Johnson & Russo, 1999).

Self-explanation is generally accepted as an im-
portant, effective, and domain-general means to im-
prove learning. However, a careful review of the
literature reveals that prompting learners to self-ex-
plain sometimes does not improve learning and that
little is known about the causal impact of self-expla-
nation on conceptual knowledge or on knowledge
improvements that persist over a delay. Further, no
published study has compared the effects of self-ex-
planation under conditions of direct instruction ver-
sus discovery learning. Establishing the conditions
under which self-explanation facilitates deep learning
across a variety of measures is critical to under-
standing and maximizing the potential of this widely
used learning process. For example, under discovery
learning conditions, self-explanation can promote in-
vention of new problem-solving approaches and
deeper search for more sophisticated ways of thinking
(Siegler, 2002). When direct instruction on a procedure
is provided, does self-explanation continue to pro-
mote invention of additional approaches, especially
more sophisticated approaches, or does knowledge of
a correct procedure preclude invention of additional
procedures? Furthermore, both discovering proce-
dures and spontaneous self-explanation are associat-
ed with better conceptual knowledge (e.g., Carpenter
et al.,, 1998; Chi et al., 1989). Will elicited self-expla-
nations promote conceptual knowledge when direct
instruction is provided?

The current study evaluated whether prompts to
self-explain led to improvements in procedural
learning, procedural transfer, and conceptual un-
derstanding, and whether these improvements per-
sisted over a delay. It also compared the effects of
self-explanation in combination with direct instruc-
tion or discovery learning conditions. This compar-
ison tested the hypothesis that it is not the source of
information (direct instruction vs. discovery learn-
ing), but rather engagement in active processing
encouraged by self-explanation, that promotes
transfer and conceptual understanding. Direct in-
struction may discourage active processing at times,
but prompts to self-explain should mitigate this and
improve depth of learning.

This Study

Children in this study learned under one of four
conditions based on crossing two factors: (a) direct
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instruction versus discovery learning and (b)
prompts to self-explain versus no prompts to explain.
Learning was assessed using three outcome mea-
sures (procedural learning, procedural transfer, and
conceptual knowledge) immediately and after a
2-week delay. Incorporating microgenetic methods,
such as the use of fine-grained and repeated knowl-
edge assessments, allowed for a better understanding
of how instructional condition and self-explanation
influenced learning (Siegler & Crowley, 1991).

In this study, third- through fifth-grade students
learned to solve mathematical equivalence problems,
which tap the idea that two sides of an equation
represent the same quantity. Mathematical equiva-
lence is a fundamental concept in both arithmetic
and algebra. Conceptual knowledge of equivalence
incorporates at least three components: (a) the idea
that two quantities can be equal, (b) the meaning of
the equal sign as a relational symbol, and (c) the
structure of equations, including the idea that there
are two sides to an equation. Although fourth and
fifth graders understand what it means for quantities
to be equal, elementary school children often inter-
pret the equals sign as simply an operator signal that
means “adds up to” or “gets the answer,” and do not
interpret it as a relational symbol meaning “the same
as” (Baroody & Ginsburg, 1983; Cobb, 1987; Kieran,
1981; Rittle-Johnson & Alibali, 1999; Sfard &
Linchevski, 1994). They also do not seem to under-
stand that there are two sides to an equation or ac-
cept equations written in nonstandard formats (e.g.,
“3+4 =4+3" or “5=175") (Baroody & Gannon, 1984;
Cobb, 1987; Rittle-Johnson & Alibali, 1999).

To assess conceptual knowledge, researchers
typically use novel tasks for which children do not
already know a solution procedure. Thus, children
must rely on their knowledge of relevant concepts to
generate an answer (e.g., Bisanz & Lefevre, 1992;
Briars & Siegler, 1984; Greeno et al., 1984; Hiebert &
Wearne, 1996). Because conceptual knowledge may
be implicit, it is important to include recognition
measures that do not require the verbalizing of one’s
thinking (Karmiloff Smith, 1993). Tasks assessing
conceptual knowledge of mathematical equivalence
include defining the equal sign (i.e.,, an explicit
knowledge measure) and categorizing equations
such as “5=>5" as making sense or not (i.e., an im-
plicit knowledge measure; Baroody & Gannon, 1984;
Rittle-Johnson & Alibali, 1999).

Novel problems such as 3+4+5 =3+__ challenge
children’s naive understanding of equivalence in a
familiar arithmetic context, and approximately 70%
of fourth and fifth graders do not solve these prob-
lems correctly (Alibali, 1999; Perry, Church, & Goldin
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Meadow, 1988). Children can learn a correct proce-
dure for solving the problems with some form of
input (such as accuracy feedback or direct instruc-
tion), but then often do not transfer the learnt pro-
cedure to novel problem formats (Alibali, 1999; Perry
et al., 1988; Rittle-Johnson & Alibali, 1999). However,
prompts to self-explain under discovery learning
conditions can improve procedural transfer on these
problems (Siegler, 2002).

Method
Participants

Initial participants were 121 third- through fifth-
grade children (53 girls) from an urban, parochial
school serving a working- to middle-class popula-
tion. Children solving half or more of the mathe-
matical equivalence problems correctly at pretest
were excluded from the study (29% of children,
mostly fourth and fifth graders; 15 girls). One addi-
tional student was excluded because he did not take
the pretest. The final sample consisted of 42 third
graders (16 girls), 22 fourth graders (14 girls), and 21
fifth graders (8 girls). In the final sample, approxi-
mately 10% of the participants were ethnic minori-
ties (8% African American). According to the
teachers, the children had never seen mathematical
equivalence problems before and had never or rarely
seen or solved problems in which the equal sign was
not at the end. Teachers reported discussing the
meaning of the equal sign often.

Design

Children participated in a pretest, intervention,
immediate posttest, and delayed posttest. During the
intervention, all children solved eight mathematical
equivalence problems and received accuracy feed-
back. Children were randomly assigned to one of
four conditions in the intervention based on crossing
two factors: (a) instruction versus invention and (b)
self-explanation versus no explanation. The number
of participants in each condition was as follows: in-
struct+explain (n =21), instruct+no-explain (n=22),
invent+explain condition (n=22), and invent+no-
explain (n=20). Children from each grade were
evenly distributed across the four conditions.

Materials

Intervention session. All eight intervention prob-
lems were standard mathematical equivalence
problems with a repeated addend on the two sides of
the equation, and they varied in the position of the

blank after the equal sign (e.g., 4+9+6 =4+_ and
3+4+8 = +8, which are referred to as standard A+
and +C problems, respectively). The first three
problems were A+ problems, and then +C problems
were introduced and alternated with A+ problems
to push children to generalize their procedure to
both formats. The problems were presented on a
laptop computer and were embedded in a game that
help two astronauts get to the moon and back (see
Figure 1). Immediately before and after the inter-
vention, children solved one standard A+ and one
standard +C problem (as a warm-up and a verbal-
report posttest, respectively).

Written pretest and posttests. The same written as-
sessment of conceptual and procedural knowledge
was administered at pretest, immediate posttest, and
delayed posttest, with one exception, as noted below.
There were two procedural learning problems in
standard A+ and +C format (.e., 7+3+4=7+_,

Help us find our moon car.

How did you get your answer?

7 is the right answer.

When kids at anather school solved it.
Jane got 12 which 15 the wrong answer.

6+ 3+ 4 =86 +18%
-

Kathy got 7 which is the right answer.

& + 3 + 4 =6 +7

Figurel. Screen shots from the intervention. Panel a is a completed
problem and panel b is the additional screen for participants in the
self-explanation conditions.



4+5+8=_+8). At posttest, these problem formats
were familiar, and children could solve them using
step-by-step solution procedures learned during the
intervention. There were six procedural transfer prob-
lems that had no repeated addend on the right side of
the equation (i.e.,, 6+4+5=9+_; 5+7+3 =_+4), had
the blank on the left side of the equation (i.e.,
8+ =8+6+4; +9=6+9+3), or included subtrac-
tion (i.e., 84+5-3 =8+_; 4+6-3 = _—23). These prob-
lem formats were unfamiliar to the children and
could be solved by applying or adapting procedures
learned during the intervention, which is a standard
approach for measuring transfer (e.g., Atkinson et al.,
2003; Chen & Klahr, 1999).

Children were encouraged to show their arithme-
tic calculations when solving the problems. The
posttests contained all eight problems. To avoid
frustrating children who were not expected to know
how to solve the problems at pretest, only four of
the problems were included on the pretest (two
procedural learning and two no-repeated-addend
transfer problems).

The five items on the conceptual knowledge as-
sessment are shown in Table 1. The items assessed
children’s knowledge of two key concepts of equiva-
lence—the meaning of the equal sign and the
structure of equations—and were adapted from Al-
ibali and Grobman (2001), Baroody and Gannon
(1984), and Rittle-Johnson and Alibali (1999). These
items could not be solved through direct application
or adaptation of a solution procedure learned during
the intervention. A majority of the items were de-
signed to tap implicit knowledge.

Procedure
Children completed the written pretest in their

classrooms in one 30-min session. Within 1 week of

Table 1
Conceptual Knowledge Assessment
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the pretest, they completed a one-on-one interven-
tion session lasting approximately 40 min, and the
interval between the pretest and intervention was
comparable across conditions. The session was con-
ducted by one of two female experimenters in a quiet
room at the school. During the intervention session,
children first solved the two warm-up problems.
After they had solved the second warm-up problem,
children were told that they had solved it incorrectly
to motivate them to figure out correct ways to solve
the problems during the intervention.

The intervention was the same for all conditions
in as many ways as possible. For each of the eight
problems, all children solved the problem, reported
how they solved the problem, and received accuracy
feedback, including being given the correct answer.
Figure 1 provides a screen shot of a completed in-
tervention problem.

For the instruction conditions, on the first two
problems (both standard A+ problems), children
were taught a correct, add —subtract procedure for
solving the problems. For the problem
4+9+6 =4+_, the experimenter said: “You can add
the 4 and the 9 and the 6 together before the equal
sign (gesture a “circle” around the numbers), and
then subtract the 4 that’s over here, and that amount
goes in the blank. So, try to solve the problem using
this strategy.” For the invention conditions, no in-
struction was given. To parallel the involvement of
the experimenter on these first two problems, chil-
dren in the invention conditions were prompted by
the experimenter to “Think of a new way to solve the
problem.” This prompt was not intended to be the
primary motivator of invention. Motivation to invent
was a more general feature of the context given that
students received feedback that their answer was
incorrect and did not receive instruction on a correct
way to solve the problems.

Concept Task

Coding (2 points)

Meaning of equal sign Define equal sign

Rate definitions of equal sign: rate 4 definitions
as “always, sometimes, or never true”
Group symbols: place symbols such as =, +, <,

and 5 into three groups
Structure of equations

Recognize use of equal sign in multiple contexts:

Mention “the same” or “equal” (2 points); mention
above, but limit to a specific circumstance (1 point)

Rate “two amounts are the same” as “always true”
(2 points) or “sometimes true” (1 point)

Group =, >, and <together (2 points)

>75% correct (2 points); 75% correct (1 point)

indicate whether 8 problems such as 8§ =2+6

and 3+2 =6 — 1 make sense

Correct encoding: reproduce 4 equivalence

problems from memory

Correctly reproduce problem (0.5 point each)
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Table 2
Procedures Used to Solve Mathematical Equivalence Problems

Frequency of use

Procedure Sample explanation (8+7+3 =8+_) Pre Intervention Post Delay

Correct procedures 7 56 49 48
Equalize I'added 8 plus 7 plus 3 and I got 18 and 8 plus 10 is 18 2 7 5 9
Add - subtract I did 8 plus 7 equals 15 plus 3 equals 18 and then 1 36 25 23

18 minus 8 equals 10

Grouping I took out the 8’s and I added 7 plus 3 1 10 9 8
Ambiguous 8 divided by 8 is 0 and 7 plus 3 is 10 3 3 10 8

Incorrect procedures 93 45 51 53
Add all I added the 8, the 8, the 7 and the 3 41 17 10 14
Add to equal sign 8 plus 7 equals 15, plus 3 is 18 34 14 15 12
Incorrect grouping I added 8 plus 7 0 3 4 4
Don’t know I don’t know 12 3 4 4
Other I used 8 plus 8 and then 3 6 7 17 19

The self-explanation manipulation occurred on
the remaining six problems, which alternated be-
tween standard A+ and +C problems. After solving
each problem and being shown the correct answer,
children in the self-explanation conditions saw an
additional screen with the answers that two children
at another school had given: one correct and one
incorrect, as shown in Figure 1. The incorrect answer
matched the incorrect solution method the child had
used most often at pretest—either add all or add-to-
equal-sign (see the Coding section). The experimenter
asked the participant to explain verbally both how
the other children had obtained the answer and why
each answer was correct or incorrect. Children in the
no-explain conditions were given the correct answer,
but did not see the additional screen. The interven-
tion was audiotaped and videotaped.

Immediately after completing the intervention,
children solved two standard problems and reported
how they had solved each problem (verbal-report
posttest). Then, they completed the immediate paper-
and-pencil posttest, administered individually by
the experimenter in the same room. Approximately 2
weeks later, the experimenters asked children to
complete the delayed posttest as a group in their
classrooms.

Coding

For the procedural learning and transfer prob-
lems, the procedure children used to solve each
problem was coded based on their written calcula-
tions on the assessments and on their verbal reports
during the intervention (see Table 2). On the assess-

ments, procedure use could be inferred from chil-
dren’s written calculations; for example, if a student
wrote 7+3+4+7=21 in her solution to
7+3+4 =7+_, it was coded as use of add all. During
the intervention, children’s self-reports of how they
solved each problem were used to identify proce-
dure use (see Table 2 for sample explanations). An
accuracy score was calculated based on the per-
centage of problems children solved using a correct
procedure, regardless of whether they made an
arithmetic error. On the conceptual knowledge as-
sessment, each item was scored from 0 to 2 points for
a possible total of 10 points (see Table 1), and scores
were converted to percentages. Finally, for children
in the self-explanation conditions, their explanations
of how and why solutions were correct and incorrect
were coded. Children’s “how” explanations were
coded using the procedure use coding scheme (see
Table 2). Table 3 lists the codes and frequencies for
their “why” explanations.

Independent raters coded 20% of participants’
procedure use across all phases of the study and
their how/why explanations during the interven-
tion. Interrater agreement ranged from 85% for self-
explanations of why a solution was correct during
the intervention to 94% for procedure use during the
intervention.

Treatment of Missing Data

Eight participants (9% of the sample) were absent
from school on the day of the delayed posttest,
largely because of a flu outbreak. The absent partic-
ipants did not differ significantly from the nonabsent
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Coding for Children’s Explanations of Why Another Child’s Answer Was Correct or Incorrect

Explanation type Sample explanation % trials

Equal sides (conceptual): recognizes two sides of an equation are equal, They both have to equal the same thing 1
verbally or in gesture

Equal sign (conceptual): mention equal sign or equals but doesn’t Because there’s an equal sign 6
mention or gesture to sides

Answer: refers to the quality of the answer, with no justification Because the answer is too high 16

Procedure: talks about a specific procedure for solving equation Because you need to subtract that number 27

Wrong use of equal sign Equal sign should really be a minus 2

Don't know I don’t know 12

Vague That’s how you're supposed to do it 36

participants on the pretest measures. A dispropor-
tionate number of the children who were absent
were from the invent+no-explain condition (n =6),
but, as the children had no knowledge of the date of
the delayed posttest, these data can be considered as
missing at random. To deal with this missing data, a
multiple imputations technique was used to ap-
proximate the missing accuracy scores on the de-
layed posttest (Rubin, 1987). The use of multiple
imputations, rather than the traditional method of
omitting participants with missing data, leads to
more precise and unbiased conclusions (Peugh &
Enders, 2004; Schafer & Graham, 2002). Simulation
studies have found that using multiple imputations
when data is missing at random (as in this study)
leads to the same conclusions as when there is no
missing data (Graham, Hofer, & Mackinnon, 1996;
Schafer & Graham, 2002).

Using multiple imputations captures the uncer-
tainty about participants’ missing responses by
simulating draws from the set of probable responses.
To conduct the multiple imputations, 10 sets of
plausible values for the missing data were created
using the Markov chain Monte Carlo (MCMC)
method offered in SAS and based on Schafer (1997).
The imputation model included all the independent
and dependent variables that were included in sub-
sequent analyses on accuracy scores, as outlined
below. Next, each of these 10 data sets was analyzed
using standard complete-data methods such as
ANOVA and regression. Finally, the results of the 10
analyses were combined in SAS using formulas
specified by Rubin (1987) to yield a single set of re-
sults that incorporate the uncertainty in the missing
data. Comparison of effect sizes for the condition
manipulations indicated that the multiple imputa-
tions had minimal influence on effect-size estimates
(i.e., .001 to .04 differences using Cohen’s d) com-
pared with casewise deletion approach.

Results

Instruction and self-explanation were both expected
to influence procedural learning, procedural transfer,
and conceptual understanding. To control for prior
knowledge differences, pretest conceptual and pro-
cedural knowledge as well as grade level were in-
cluded in all analyses as covariates. Preliminary
analyses indicated that students’ grade level never
interacted with condition, and thus these interaction
terms were not included in the final models.

Procedural Learning

Children who were included in the study had
very little knowledge of correct procedures for
solving mathematical equivalence problems at pre-
test. Most (79%) did not solve any of the pretest
problems correctly, with the remaining children
solving only one of the four problems correctly. At
pretest, children typically added all four numbers or
added the three numbers before the equal sign (see
Table 2), and there were no differences in accuracy
across the different conditions.

During the intervention, children solved two
types of problems, standard A+ and +C problems.
Children initially solved A+ problems, and instruc-
tion was only provided on this problem type. Thus,
+C problems during the intervention tested and
pushed children to generalize their procedures to a
second problem format. Examination of accuracy
trial —by trial during the intervention (see Figure 2)
suggested that instruction greatly improved accura-
cy on A+ problems, that children in all groups ini-
tially had difficulty generalizing their procedure to
+C problems, and that self-explanation facilitated
generalization to +C problems. A repeated-mea-
sures ANCOVA on accuracy scores during the inter-
vention confirmed these observations. Problem type
(A+ or +C) was a within-subject factor and
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Figure2. Proportion of children solving each intervention problem
correctly, by condition.

instruction (vs. invention) and self-explanation (vs.
no explanation) were between-subject factors. The
control variables noted above were included to
control for prior knowledge differences.

There was a main effect for problem type, such
that accuracy was higher on A+ (M = 69%, SD = 40)
than on +C problems (M =55%, SD=36), F(1,
78) =5.44, p = .02. There was also a main effect for
instruction, such that accuracy was higher for chil-
dren who received instruction (M =84%, SD = 16)
than for those who invented (M = 43%, SD = 36), F(1,
78)=39.34, p<.001, d=1.48. There was no main
effect for self-explanation (p=.15) or interaction
between instruction and self-explanation (p = .42).
However, instruction, and to some extent self-
explanation, interacted with problem type,
F(1, 78) = 25.83, p<.001 and F(1, 78) =3.52, p = .06,
respectively. As shown in Figure 2, instruction had a
larger impact on A+ problems than on +C prob-
lems. In contrast, self-explanation predominantly
influenced accuracy on +C problems. Follow-up
analysis on +C problem accuracy confirmed that
children who explained (M =61%, SD =32) had
greater success on +C problems than children who
did not explain (M =48%, SD = 38), F(1, 78) =4.27,
p=.04, d=0.37. Children who received instruction
(M =65%, SD = 32) also solved more +C problems
correctly compared to those who invented (M = 44%,
SD=37),F(1,78)=7.81,p=.01,d=0.61.

Improved procedural learning for the instruction
and self-explanation conditions persisted on the
immediate and delayed posttests. Posttest proce-
dural learning was assessed on three occasions: on
the verbal-report posttest, on the immediate paper-
and-pencil posttest, and on the delayed paper-and-
pencil posttest. A repeated-measures ANCOVA was
conducted on accuracy scores on the procedural

learning problems, with time of assessment as a
within-subject factor and instruction (vs. invention)
and self-explanation (vs. no explanation) as between-
subject factors.

Generating explanations and receiving instruction
both led to greater procedural learning (see Table 4).
Accuracy was higher for children who explained
(M =74%, SD = 34) than for children who did not
M=57%, SD=38), F(1, 78)=10.18, p=.001,
d =0.49. Accuracy was also higher for children who
received instruction (M =75%, SD =31) than for
children who invented procedures (M =56%,
SD =40), F(1,78) = 8.53, p = .004, d = 0.52. There was
no significant effect of time of assessment and no
interaction between any of the factors, indicating that
self-explanation and instruction led to robust learn-
ing that persisted over a delay.

Procedural Transfer

Procedural transfer was assessed on the immedi-
ate and delayed posttests, and the six transfer
problems differed from the intervention problems
along several dimensions (i.e., no repetition of ad-
dends, new location of the unknown, and inclusion
of subtraction). A repeated-measures ANCIOVA was
conducted on procedural transfer accuracy scores,
with test time as a within-subject factor, and in-
struction (vs. invention) and self-explanation (vs. no
explanation) as between-subject factors.

As shown in Table 4, there was only a main effect
for self-explanation, F(1, 78) = 6.20, p = .01, d = 0.38.
Children who were prompted to explain solved
more transfer problems correctly than those who
were not (M =48%, SD =30 vs. M =37%, SD = 0.28,
respectively), and instruction did not influence
transfer. There was no effect of test time, indicating
that the benefits of self-explanation persisted on the
delayed posttest.

Conceptual Change

Children began the study with some conceptual
knowledge of mathematical equivalence (M = 27%;
SD =15), and pretest scores did not differ across the
conditions. To help validate the measure of concep-
tual knowledge, conceptual knowledge scores of
children who had solved at least half of the proce-
dural knowledge problems correctly at pretest, and
thus had pretested out of the study, were compared
with scores of children who participated in the in-
tervention. As expected, children who pretested out
of the study had higher conceptual knowledge scores



Table 4
Percentage Correct by Condition for the Three Knowledge Measures

Immediate
posttest SD

Delayed

Condition posttest SD

Procedural learning

Invent+no-explain 40 42 46 41
Invent+self-explain 68 42 64 44
Instruct+no-explain 70 40 60 47
Instruct+self-explain 79 37 75 41
Procedural transfer
Invent+no-explain 36 40 32 29
Invent+self-explain 49 35 42 36
Instruct+no-explain 39 29 41 29
Instruct+self-explain 53 27 47 34
Conceptual knowledge
Invent+no-explain 28 21 38 25
Invent+self-explain 22 14 30 17
Instruct+no-explain 27 18 36 18
Instruct+self-explain 29 16 33 21

(M =47%, SD = 20) than children who had not, F(1,
116) =34.81, p<.001, d =1.21.

Children’s conceptual knowledge was expected to
improve as a result of their problem-solving experi-
ence during the intervention. By the delayed post-
test, children did show gains in conceptual
knowledge (M =34%, SD=20), F(1, 82)=7.24,
p = .01. However, these gains were not apparent on
the immediate posttest (M =26%, SD =17), p =.75.

Although children made gains in conceptual
knowledge by the delayed posttest, the amount of
gain was not related to instruction or self-explana-
tion (see Table 4). Prompts to self-explain did not
lead to greater increases in conceptual knowledge
(p = .87). Invention, rather than instruction, also did
not lead to greater improvements (p = .90). Rather, all
groups made improvements in conceptual knowl-
edge from their problem-solving experiences.

Mechanisms of Change

How do instructional condition and self-explanation
impact knowledge acquisition? Improved conceptual
knowledge is often thought to underlie improved re-
tention and procedural transfer, but neither self-ex-
planation nor instruction improved children’s success
on the conceptual assessment. The conceptual content
of children’s explanations suggests why not. Children’s
procedure use during the intervention and on the
posttests provides clues as to how self-explanation
and instruction influenced learning and transfer.

Conceptual content of self-explanations. Children in
the self-explanation conditions were prompted to
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explain how other children arrived at correct and
incorrect solutions and why the solution was correct
or incorrect. This two-part question was meant to
highlight that explaining why was not the same as
explaining how.

Nevertheless, children rarely included any con-
ceptual rationale in their explanations, such as re-
ferring to making the two sides equal (see Table 3).
Children provided a conceptual rationale on only 7%
of trials, and instructional condition (instruction vs.
invention) had minimal impact (6% vs. 9% of trials,
respectively). Only 36% of children ever included a
conceptual rationale in at least one explanation, and
these children did not show greater improvements in
conceptual knowledge at posttest. Prompting chil-
dren to explain correct and incorrect solutions rarely
led children to think explicitly about the conceptual
rationale underlying the problems, even with the
inclusion of a how prompt and a why prompt.

Procedure invention and use during the interven-
tion. Instruction and explanation influenced what
procedures children used, how many they used, and
how they discovered them. As shown in Table 5, the
distribution of which procedures children used var-
ied by condition. Not surprisingly, children in the
instruction conditions almost all adopted the add -
subtract procedure, and some of these children in-
vented additional procedures. Children in the in-
vention conditions invented a variety of correct
procedures. However, almost 30% of children in the
invention conditions never implemented a correct
procedure. Explanation promoted invention, re-
gardless of instructional condition (see Table 5). In-
deed, during the intervention, explanation increased
the number of correct procedures children used
M=11, SD=07 vs. M=09, SD=0J5), F({,
78)=4.61, p=0.04, d=033, as did instruction
M=12, SD=04 vs. M=0.8, SD=0.7) , F({,
78) =15.81, p<.001, d =0.71. Although a variety of
procedures were used in the different conditions,
only 15% of children used more than one correct
procedure during the intervention, with a majority of
these children being in the instruct+explain condi-
tion (see Table 5). The use of multiple correct pro-
cedures was even rarer on the posttests. Less than 5%
of children used more than one correct procedure on
the immediate posttest and less than 7% used more
than one correct procedure on the delayed posttest,
with little influence of condition.

Some children also invented overly shallow or
incorrect procedures during the intervention. During
the intervention, some children invented an incor-
rect-grouping procedure (e.g., for 5+8+7=_+7,
adding 8+7; see Table 2). Self-explanation seemed to
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Table5
Percentage of Children Who Used Each Correct Procedure and Who Used At Least One or Two Correct Procedures During the Intervention, by
Condition

Correct procedure Number of correct procedures used
Condition Add - subtract Grouping Equalize At least 1 At least 2
Invent+no-explain 20 30 15 60 5
Invent+self-explain 27 36 23 82 9
Instruct+no-explain 100 5 5 100 9
Instruct+self-explain 90 14 33 100 38

encourage its invention; 41% of children in the in-
vent+explain condition used incorrect grouping,
compared with 20% of children in the invent+no-
explain condition. In contrast, instruction prevented
invention of this procedure; none of the children
who received instruction invented incorrect group-
ing. Children in the invent+explain group were also
more likely to describe their correct use of grouping
in a shallow way by not referencing the repeated
addends (14% of intervention trials, compared with
7% of trials for children in the invent+no-explain
condition and less than 1% of trials for children in
the instruction conditions). These findings contradict
those of Siegler (2002). In that study, children solved
standard +C problems under discovery-learning
conditions, and children in the self-explanation
condition were less likely to describe a shallow ver-
sion of grouping than those who did not explain. In
this study, prompts to explain encouraged children
to invent a range of correct and incorrect procedures.

How did children discover these new procedures?
Exposure to a second problem type was one impetus
for invention. As shown in Figure 2, accuracy
plummeted on children’s first encounter with a +C
problem. Children who solved this first +C problem
correctly often invented a new procedure, rather
than adapting the procedure they had been using on
A+ problems. The most interesting path was for
children who received instruction and explained. On
the first +C problem, almost 30% of the children in
this condition invented a new, equalize procedure
for solving the problem, rather than generalizing the
instructed add-subtract procedure (compared with
5% in the instruct+no-explain condition). On their
second encounter with a +C problem, fewer children
used equalize (10%). Rather, children were more
likely to generalize the add-subtract procedure to
this new problem type. Self-explanation seemed to
promote generation of a briefly used transition pro-
cedure that helped them expand the applicability of
another recently learned procedure (add —subtract).

Explaining how another child arrived at the cor-
rect solution also promoted invention. Of the chil-
dren in the self-explanation conditions, 33%
invented at least one correct procedure while ex-
plaining how another child got the correct answer,
and this was particularly true of the grouping pro-
cedure (e.g., 10/16 children who mentioned group-
ing first used grouping to explain how another child
solved the problem correctly). Prompts to explain
aided invention of new, correct procedures when
children were figuring out how someone else arrived
at the correct solution.

Discussion

Prompts to self-explain led to greater learning and
transfer that was maintained over a 2-week delay,
regardless of instructional condition. Direct instruc-
tion, rather than invention alone, led to better pro-
cedural learning that was retained over the delay, but
instructional condition had no effect on procedural
transfer. Self-explanation and instruction did not
interact, and neither manipulation led to greater
improvements in conceptual knowledge. The use of
microgenetic methods suggested potential mecha-
nisms underlying these effects.

How Self-Explanation Improves Learning and Transfer

The current findings converge with past findings
that prompting learners to generate explanations can
lead to greater learning and transfer (e.g., Aleven &
Koedinger, 2002; Atkinson et al., 2003; Siegler, 2002;
Wong et al., 2002). These findings expand upon past
research by comparing the effects of prompts to self-
explain under conditions of instruction and invention,
by evaluating their impact on a range of problems
immediately and after a delay, and by contributing
evidence for potential change mechanisms.

Prompts to self-explain promoted learning and
transfer equally well under conditions of direct



instruction and discovery learning. The combination
of direct instruction and self-explanation led to the
greatest procedural learning, but the effects were
additive. Promoting active cognitive processing via
prompts to self-explain appears equally valuable
under either instructional context.

Self-explanation facilitated learning correct pro-
cedures, making significant adaptations to the pro-
cedures to solve novel transfer problems, and
retaining these procedures over a delay. Children
who did not explain tended to revert to using old,
incorrect procedures. In other words, self-explana-
tion strengthened and broadened correct procedures
and weakened incorrect procedures, which are cen-
tral components of improved procedural knowledge
(Anderson, 1993). Contrary to expectations, self-
explanation during problem solving did not improve
performance on the conceptual knowledge measure.

Combined with microgenetic analyses of learning
during the intervention, these findings suggest sev-
eral potential change mechanisms while failing to
support other proposed mechanisms. First, self-
explanation aided invention of new problem-solving
approaches. Children who self-explained in the in-
vention condition were more likely to invent at least
one correct procedure, and those in the instruction
condition were more likely to invent a second correct
procedure, compared with children who did not self-
explain. About a third of the children invented a pro-
cedure while explaining how another child found
the correct answer. At other times, children invented
a new procedure when confronted with a new prob-
lem format (+C problems). These new procedures
were sometimes only used for a brief period (e.g., the
equalize procedure), and their invention would have
been missed if microgenetic methods had not been
used. Similar findings of briefly used transition
procedures have been reported in a microgenetic
study of learning to add (Siegler & Jenkins, 1989),
and these procedures seem to support invention or
extension of other, more efficient procedures.

Second, self-explanation broadened the range of
problems to which children accurately applied cor-
rect procedures. Children who explained were more
likely to recognize that their procedure could be
applied when the blank was in a different position
(A+ vs. +C problems) or when non-critical features
varied (e.g., using add —subtract to solve no-repeat-
ed-addend transfer problems), insights many chil-
dren do not make (e.g., Rittle-Johnson & Alibali,
1999). When people learn new ideas, they often use
them on an overly narrow range of problems. Rec-
ognizing the range of problems to which an ap-
proach applies, regardless of changes in surface
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features, is a critical component of learning and de-
velopment (Anderson, 1993; Siegler, 1996).

Third, self-explanation supported the adaptation
of procedures to solve novel problems that did not
allow rote application of the procedure. Solving
some of the transfer problems required considerable
insight into the rationale behind the procedure.
For example, to apply add-subtract to transfer
problems that included subtraction, children had to
adapt the addition step to “combine the numbers
before the equal sign using the given operations”
and the subtraction step to “do the opposite of the
specified operation (e.g., add if says subtract).” Self-
explanation supported such flexible adaptations.

Finally, self-explanation supported retention of
correct procedures over a 2-week delay. There were
no effects of test time in any analysis, indicating that
the benefits of self-explanation observed immedi-
ately after the intervention were maintained on the
delayed posttest. Past research on self-explanation
has rarely included a delay, and demonstrating
transfer over a delay is an important first step in eval-
uating the depth of transfer supported by self-
explanation. Future research should push the bar
even higher and evaluate the stability of learning
over changes in context that assess far transfer, such
as a different knowledge domain (e.g., a balance-
scale task), physical contexts (e.g., non-school set-
ting), and temporal contexts (e.g., months later).

Some potential mechanisms identified in prior
research did not seem to be central to the current
study. A common characteristic of problem solving is
variable procedure use and adaptive choice among
procedures (Siegler, 1996). Although self-explanation
did increase variability during the intervention,
children rarely used multiple correct procedures at
posttest, and thus adaptive choice among procedures
was not a viable change mechanism. Another po-
tential mechanism reported by Sielger (2002) was
that self-explanation promoted deeper search for
more sophisticated ways of thinking. However, in
the current study, self-explanation did not lead to the
use of more sophisticated procedures and seemed to
promote invention of an incorrect, as well as a cor-
rect, procedure. Perhaps children felt freer to exper-
iment with the generality of procedures on different
problem types during the intervention (rather than
the test) phase, an opportunity that did not occur in
Siegler (2002).

Improved conceptual knowledge has also been
proposed as a central mechanism underlying the
effects of self-explanation (e.g., by generating infer-
ences and repairing flawed or incomplete mental
models) (Chi, 2000). This is based on Chi’s studies on
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learning from text and descriptive analyses of the
explanations produced by exemplar learners. The
current study was designed to evaluate rigorously
this potential mechanism in a problem-solving con-
text, but the findings suggest that self-explanation
may not have improved conceptual knowledge. Al-
though children made gains in conceptual knowl-
edge, prompts to self-explain did not facilitate gains
on this measure. The content of children’s self-
explanations suggested why. Children rarely explained
the rationale for why a solution was correct. Most
why explanations were vague, restated whether the
answer was correct or incorrect, or described the
procedure for solving the problem. Prior research
has also found that prompts to self-explain correct
problem solutions do not lead children to generate
conceptual explanations (Mwangi & Sweller, 1998;
Rittle-Johnson & Russo, 1999). The failure of self-
explanation to improve performance on the concep-
tual knowledge measure is particularly surprising
given the benefit of self-explanation for procedural
transfer. Why did the insights necessary to adapt the
procedures to changes in problem format not trans-
late into improved performance on unfamiliar tasks
designed to assess understanding of equivalence? It
may be that the insights for procedural transfer drew
more on understanding of mathematical operations
such as inverse operators and less on understanding
of equivalence. Or, children may have made implicit
gains in understanding of equivalence that were not
tapped by the conceptual knowledge measure (al-
though the measure included multiple items de-
signed to tap implicit knowledge of the concept). It is
difficult to interpret noneffects, but this is the first
study of self-explanation that assessed conceptual
and procedural knowledge independently, and ad-
ditional research is needed to evaluate whether
promoting links with conceptual knowledge is a
common mechanism through which self-explanation
improves procedural transfer.

How Instructional Conditions Influence Learning and
Transfer

Self-explanation improved learning and transfer
regardless of whether children received instruction;
instructional condition influenced learning inde-
pendently. As has been found in past research, direct
instruction was a more reliable method for ensuring
that most children learn a correct procedure (Alibali,
1999; Klahr & Carver, 1988; Klahr & Nigam, 2004;
Mayer, 2004). Over a quarter of the children in the
invention conditions never invented a correct pro-
cedure, even with practice and feedback. Discovery

learning relies on extensive search through the
problem-solving space, a process that is very taxing
on limited working-memory capacity and frequently
does not lead to learning (Sweller, 1988). Instruction
also seemed to prevent invention of an incorrect
procedure; a substantial minority of children in the
invention conditions invented an incorrect-grouping
procedure, but no child who received instruction
did so. At the same time, instruction did not seem
to inhibit invention of additional correct proce-
dures, particularly when children were prompted to
self-explain. Overall, if you want children to use
correct procedures, teaching them one is often
effective and may facilitate invention of additional
correct procedures.

The use of instructed procedures was also fairly
robust. Children who received instruction typically
generalized a correct procedure to both A+ and +C
problems and were more successful on +C problems
during the intervention than invention children.
Children also maintained the use of these correct
procedures on the delayed posttest. Although direct
instruction in typical U.S. classrooms is often associ-
ated with children forgetting procedures or applying
them too narrowly (Brown & Burton, 1978; Kenney &
Silver, 1997), the current findings and numerous
other findings suggest that, when provided with
appropriate problem-solving experience, instruction
can facilitate robust use of correct procedures (Klahr
& Carver, 1988, Klahr & Nigam, 2004; Sweller
et al., 1998).

Finally, instruction had limited influence on
transfer ability. Other research has also found that
instructed procedures are not transferred broadly
(Alibali, 1999; Kenney & Silver, 1997; Perry, 1991;
Rittle-Johnson & Alibali, 1999). However, in this
study invention also did not lead to greater transfer.
Even if children who failed to invent a correct pro-
cedure were omitted from the transfer analysis, the
invention groups were only slightly (and nonsignif-
icantly) more successful on the transfer problems.
There was no trade-off between instruction and in-
vention in the current study. Instruction benefited
learning and retention of correct procedures, and
neither instruction nor invention impacted transfer.
Rather, active cognitive processing, such as self-
explaining, may be the key to transfer.

Limitations and Future Directions

Implications of the results for instructional con-
dition are constrained by the limited time and re-
sources for invention in this study. Children had the
opportunity to invent on eight problems and had no



outside resources to support invention (such as input
from a peer or text). In classrooms, children may
have more time to invent along with access to a va-
riety of outside resources. Nevertheless, the findings
indicate that additional research using random as-
signment to condition and a variety of outcome
measures is needed to evaluate the trade-offs be-
tween invention and instruction.

This study focused on invention versus direct in-
struction on procedures, but an analogous contrast
can be made for the source of explanations. Children
invented their own explanations in this study, but
was this essential? Several lines of research suggest
that reflecting on high-quality explanations, rather
than the source of the explanation (self vs. other), is
key. First, there is evidence that providing children
with high-quality explanations promotes learning
and transfer. A key difference between higher and
lower achieving countries in the TIMSS video study
was how much the teacher explained connections
between ideas and procedures (Hiebert et al., 2003).
Experimental evidence indicates that providing
children with a conceptual explanation of mathe-
matical equivalence problems often leads children to
generate and transfer a correct procedure (Perry,
1991; Rittle-Johnson & Alibali, 1999). Second, a cou-
ple of studies have manipulated whether students
are provided with an explanation or need to generate
their own (Crowley & Siegler, 1999; Lovett, 1992). For
example, Crowley and Siegler (1999) found that the
facilitative effect of explanation for transfer did not
vary for children who generated correct explanations
on their own and those who adopted ones provided
by the experimenter. It was important that children
adopted the instructed explanations; 25% of children
who were told a correct explanation never verbalized
this explanation. In line with the current findings,
active processing promoted by explaining, rather
than the initial source of the knowledge, was the key
predictor of transfer.

Additional research is needed on the impact of
invented versus instructed explanations, including
how it interacts with invented versus instructed
procedures. For example, Perry (1991) found that
instruction on a conceptual explanation of mathe-
matical equivalence only supported broad transfer
when it was not given in conjunction with instruc-
tion on a procedure. In the Perry study, children
did not self-explain, and the measure of transfer
was categorical and required very difficult transfer.
Based on the current findings and those of Crowley
and Siegler (1999), I predict that direct instruction on
a correct procedure and conceptual explanation for
the procedure would lead to the greatest learning
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and transfer if students were also prompted to
self-explain.

Conclusion

Prompts to self-explain seem to facilitate transfer
equally well under conditions of invention or in-
struction, and these benefits persist over a delay. A
growing body of research indicates that there is in-
deed a time for telling (Schwartz & Bransford, 1998);
invention is not necessary for children to be pro-
ductive and adaptive (Klahr & Nigam, 2004; Mayer,
2004; Schwartz & Bransford, 1998). What may be
necessary is for people to engage in effective cogni-
tive processes, such as generating self-explanations.
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