
We	have	studied	(weeks	1-5)	
•  agents	and	agent	architectures	

•  Thinking		
•  Search	
•  Proposi<onal	representa<ons		
•  Planning	

•  With	STRIPS	operators	
•  With	proposi<onal	representa<ons		

•  Constraint	reasoning	
•  With	proposi<onal	representa<ons		

•  Theorem	proving	
•  With	proposi<onal	representa<ons	

•  Ac<ng				

Coming	up	on	Exam	1	

All	thinking	ac<vi<es	are	cast	as	search	through	a	state-space	using	a		
given	knowledge	representa<on	language	for	represen<ng	states	
	
Ac<ng	can	also	be	cast	as	search	(“real-<me	search”)	



Icarus	architecture	(Langley	et	al;	
Image	from	Chong	et	al	,		
adapted	from	Langley,	2004)	

From	Poole	and	Mackworth,		
2nd	Edi<on	



From	ArtInt	

6.2       

~rhm	
or	mcc-cs	or	mc-cs	

Initial State: {cs, ~rhc, swc, mw, ~rhm} 
 
Goal State: {~swc} 
 

Planning	is	done	in	an<cipa<on	of	ac<ng	

The	intent	is	to	model	changes		
that	will	be	made	
to	the	world	



Planning	is	done	in	an<cipa<on	of	ac<ng	

What	have	we	not	yet	addressed	in	weeks	1-5?	Lots,	but	here	are	a	few	
	
Planning	to	date	has	assumed	certainty	in	effects	of	operators	when	those	operators	
				are	executed	in	the	real	world	
	
But	uncertainty	is	rife	
	
Addressing	uncertainty	requires	
	
•  Represen<ng	uncertainty	(e.g.,	what	is	the	probability	that	Rob	will	trip	when	execu<ng	
																																																														an	mc_cs	into	Sam’s	messy	office?)	
	
•  Ac<ng	on	uncertainty	
	

•  Query	for	more	informa<on	
	

•  Compu<ng	a	probability	distribu<on	over	outcomes	and	their	u<li<es	(and	
															thus	an	expected	u<lity	of	an	ac<on)	

•  Replanning	



Planning	is	done	in	an<cipa<on	of	ac<ng	

Proposi<onal	logic	is	a	very	limited	representa<on	scheme	for	the	real	world	(though	it	
							is	ubiquitous	in	areas	such	as	machine	learning,	as	well	as	the	example	of	planning	
							and	theorem	proving	we	have	seen)		
	
For	example,	four	operators	are	needed	to	represent	each	of	mc	and	mcc	in	STRIPS	
						(e.g.,	mc_off,	mc_mr,	mc_lab,	mc_cs)	
	
First-order	representa<ons	enable	one	parameterized	operator	to	replace	many		
							proposi<onal	operator	(e.g.,	mc(?X),	where	?X	can	be	off,	mr,	lab,	cs)	
	
Greater	inferen<al	power	can	be	used	at	each	state	in	planning	(e.g.,	theorem	proving,	
							constraint	reasoning)		

mc_cs: [cs] —> [off], or mc_cs: [cs] —> [off, ~cs], or mc_cs: [cs] —> [off]  
                                                                                    with Rloc=off  à RLoc≠~cs  ∧	RLoc≠~lab ∧ ...)  



Ini<al	state	

Goal	=	[	…	~swc	…	]	 Adapted	from	ArtInt	

6.2       

	Planning	
Is	this	en<re	search	
through	projected	
changes	to	the	

World																	

Theorem	proving	
happens	within	state	

Constraint	reasoning	
happens	within	state	
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Key	for	A-w4	posted	soon	








