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Transfer	Learning	



IBM	Watson	-	Machine	Learning	Writ	Large		
IBM	Watson	is	a	cloud-based	machine	learning	plaForm	designed	to	enable	others	to	
develop	soHware	and	systems	which	use	machine	learning,	and	has	spawned	myriad	
applicaLons.	The	original	Watson	which	defeated	former	Jeopardy	winners	uses	machine	
learning	to	make	medical	diagnoses.	Since	then,	the	"IBM	Watson	Machine	Learning"	service	
has	been	deployed	for	several	other	applicaLons,	such	as	assessing	the	validity	of	
automobile	insurance	claims.		
	
I	choose	this	example	in	parLcular,	as	the	parLcular	concept	of	machine-learning	as	a	service	
allows	innovators	with	limited	machine-learning	domain	knowledge	to	expand	the	
applicaLons	of	the	field.	This	evoluLon	in	the	industry	will	only	serve	to	increase	the	ubiquity	
of	machine	learning,	and	allow	advancements	in	Machine	Learning	theory	to	affect	a	large	
swath	of	products	simultaneously.	For	example,	an	IBM	Machine	Learning	researcher's	
development,	once	included	in	the	libraries	of	Watson	Machine	Learning,	can	immediately	
be	used	by	dozens	of	other	firms	and	products.		
	
Reference:		“IBM	Watson	Machine	Learning	-	IBM	Watson	and	Cloud	PlaForm	Learning	
Center.”	The	DeveloperWorks	Blog,	18	July	2016,	developer.ibm.com/clouddataservices/
docs/ibm-watson-machine-learning/.	

Machine	learning	as	a	service	
Personal	data	mining	



Google	Translate	as	Supervised	learning	
This	arLcle	presents	Google	Translate’s	fielded	machine	learning	applicaLon.	It	
describes	the	origin	of	Google	Brain,	the	premier	AI	and	Machine	Learning	research	
group	at	Google,	and	how	it	picked	up	research	on	machine	translaLon	done	by	
researchers.	Open	research	had	established	that	you	can	represent	a	language	pre"y	
well	in	a	mere	thousand	or	so	dimensions.	Eventually,	Google	recognized	that	neural	
networks	along	with	the	established	theoreLcal	foundaLons	suggested	that	it	could	
overhaul	Google	translate,	which	was	then	using	“phrase-based	staLsLcal	machine	
translaLon.”	(known	by	that	because	the	Lme	the	system	gets	to	the	next	phrase,	it	
doesn’t	know	what	the	last	one	was).	Using	context-enriching	neural	networks	based	
on	Google-scale	data,	over	the	course	of	an	enLre	year	Google	engineers	were	able	to	
develop	an	at-scale,	fast	translaLon	service	based	on	super-vised	machine	learning.	
	
Gideon	Lewis-Kraus,	“The	Great	A.I.	Awakening”,	New	York	Times,	Dec.	4,	2016.	
h"ps://www.nyLmes.com/2016/12/14/magazine/the-great-ai-awakening.html	

Using	an	exisLng	model	to	bootstrap	learning	
Learning	deviaLons	from	the	model’s	predicLon	



Udacity	supervised	machine	learning	course	
h"ps://www.youtube.com/watch?v=Ki2iHgKxRBo&list=PLAwxTw4SYaPl0N6-e1GvyLp5-
MUMUjOKo	
	
This	online	course	by	Udacity	is	an	extensive	introducLon	into	the	field	of	supervised	
learning.	It	covers	a	large	variety	of	topics	including	decision	trees,	regression,	nearest	
neighbors,	support	vector	machines,	boosLng,	bayes	classificaLon,	and	much	more.	The	
course	also	covers	lots	of	subjects	that	apply	generally	to	supervised	learning	and	
machine	learning	such	as	training	and	test	set	selecLon,	cross	validaLon,	gradient	
descent	and	probability.	The	course	is	very	thorough,	with	lots	of	examples,	worked	
problems,	and	frequent	quizzes	that	test	your	understanding	of	the	material.	In	my	
opinion,	the	instructors	are	very	clear	and	easy	to	understand.	I	highly	recommend	going	
through	the	videos	if	you	have	the	Lme.	

Machine	learning	online	courses	



Supervised	ML	for	Credit	Card	Fraud	
In	the	research	paper	"Supervised	Machine	Learning	Algorithms	for	Credit	Card	Fraudulent	
TransacLon	DetecLon:	A	ComparaLve	Study"	(h"ps://ieeexplore.ieee.org/stamp/
stamp.jsp?tp=&arnumber=8424696),	authors	Dhankhad,	Mohammed,	and	Far	compare	the	
performance	of	various	supervised	machine	learning	models	on	detecLon	of	credit	card	
fraud.	The	authors	find	that	the	top	three	performing	models	are	a	stacking	meta-classifier,	
random	forest,	and	XGBoost.	However,	the	performance	of	each	model	varied	slightly	
based	upon	which	metric	was	used	for	evaluaLon	(e.g.	recall	or	precision)	and	also	how	
balanced	the	dataset	was	iniLally.	I	was	surprised	at	how	marginal	some	of	the	
improvements	were	using	more	advanced	machine	learning	techniques,	as	simply	logisLc	
regression	scored	.94	on	recall	and	precision	while	the	random	forest	classifier	and	stacking	
meta-classifiers	scored	only	.01	points	higher	on	both	of	those	metrics	(.95).	I	think	that	this	
illustrates	that	the	need	for	more	advanced	machine	learning	models	may	depend	on	the	
iniLal	problem,	as	simple	regression	models	may	suffice	for	certain	well-defined	problems,	
and	that	advances	can	instead	be	made	more	easily	by	collecLng	be"er	data	or	engineering	
be"er	features.	

Baseline	algorithms	in	evaluaLon	of	new	algorithms	
Rapidly	diminishing	returns	
Different	ways	of	building	a	forest	



Supervised/Unsupervised/Semi-Supervised	ML	
Link:	h"ps://machinelearningmastery.com/supervised-and-unsupervised-machine-
learning-algorithms/	
	
DescripLon:	
	
This	website	takes	you	through	the	definiLons	and	differences	of	supervised,	
unsupervised	and	semi-supervised	machine	learning.	Supervised	learning	has	two	main	
types	which	are	classificaLon	("this	car	is	red,	that	care	is	blue")	and	
regression(a"empLng	to	reach	a	discrete	or	conLnuous	correct	value).		Unsupervised	
learning	is	split	into	clustering(grouping	data	based	on	similariLes)	and	
associaLon(uncovering	rules	that	govern	the	data).	Semi-supervised	machine	learning	is	
somewhere	in	between	the	two,	where	only	some	of	the	data	has	been	labeled.	This	is	
where	most	of	machine	learning	lies	in	actual	pracLce.	This	is	a	very	introductory,	yet	
super	useful	reference	on	different	kinds	of	machine	learning	and	what	they	can	be	useful	
for.	

Combining	learning	paradigms	
Biswas	



MarI/O	-	Machine	Learning	in	Videogames	
h"ps://www.youtube.com/watch?v=qv6UVOQ0F44	
	
This	video	describes	an	applicaLon	called	MarI/O,	which	is	a	program	designed	
to	teach	a	computer	how	to	play	Super	Mario	World.	The	program	uses	neural	
networks	and	geneLc	algorithms	to	construct	be"er	paths	through	the	level	as	
the	agent	learns.	Given	enough	repeLLons,	the	computer	can	learn	a	path	
through	any	Super	Mario	World	level.	The	computer	literally	guesses	input	
combinaLons	at	the	start	-	it	has	no	knowledge	of	the	world	around	it	yet.	Over	
Lme,	the	computer	can	learn	which	combinaLons	can	get	it	the	farthest	
through	the	level,	and	modify	the	best	paths	to	find	even	be"er	ones.	I	think	
it's	amazing	that	we	can	teach	machines	to	play	games	designed	for	humans.	

Learning	from	lots	of	simulaLons	like	Alpha	Go		



Cancer	classificaLon	using	machine	learning	to	analyze	gene	expression	data	
Reference:	h"ps://bura.brunel.ac.uk/bitstream/2438/3013/1/
TanGilbertNZ2003.pdf	
	
TradiLonally,	cancer	classificaLon	has	taken	place	at	the	phenotypic	level,	which	
considers	only	the	morphological	appearances	of	tumors.	The	algorithm	
described	in	the	paper	a"empts	to	employ	ensemble	learning	(a	supervised	
machine	learning	algorithm)	to	perform	cancer	classificaLon	at	the	genotypic	
level.	Given	a	gene	expression	dataset,	the	algorithm	constructs	a	decision	tree	
using	the	C4.5	decision	tree	algorithm.	In	the	resulLng	decision	tree,	internal	
nodes	represent	the	genes	within	the	supplied	dataset,	branches	represent	
condiLons	for	gene	expression,	and	leaves	represent	the	decision	outcome	
(either	‘is	tumor	Lssue’	or	‘is	normal	Lssue’).	I	believe	this	study	presents	a	
parLcularly	suitable	applicaLon	of	supervised	machine	learning.	Historically,	
machine	learning	has	performed	well	in	biological	fields	requiring	analysis	of	
enormous	data	samples	to	explain	complex	relaLonships	–	in	this	case,	the	
relaLonships	between	the	expression	of	mulLple	genes.	This	applicaLon	of	
supervised	learning	requires	the	algorithm	to	have	li"le	understanding	of	
biological	theory	and	also	provides	explanaLons	for	certain	predicLons	by	way	of	
decision	trees.	

Need	for	explanaLons	in	medicine	a	moLvaLon	for	DTs	



Google's	Crowdsourcing	for	Data	Labeling	
URL:	h"ps://crowdsource.google.com/	
This	website	lists	out	the	different	domains	in	which	Google	enlists	the	
Internet	community	(or	"crowdsources")	to	help	label	data	that	is	in	turn	used	
to	improve	machine	learning	algorithms.	A	great	example	of	this	is	gexng	
users	to	provide	keywords	for	various	images,	which	in	turn	helps	improve	
Google	Image	Search.	Google	has	gamified	this	experience	for	users	who	
spend	their	Lme	labeling	data,	thus	making	an	otherwise	tedious	task	seem	
more	enjoyable.	While	reading	various	arLcles	about	this,	I	also	discovered	an	
interesLng	post	that	wondered	whether	data	labeling	is	the	new	"blue-collar"	
job,	which	I	thought	was	an	interesLng	perspecLve	on	this	issue.	

Crowdsourcing	data	labeling	



OpenAI	Dota	2	Bot	Beats	Professionals	
Haridy,	Rich.	“AI	Beats	the	World's	Best	Gamers	aHer	Just	Two	Weeks	of	Learning.”	New	
Atlas	-	New	Technology	&	Science	News,	New	Atlas,	14	Aug.	2017,	newatlas.com/open-
ai-dota2-machine-learning/50882/.	
	
OpenAI,	a	non-profit	arLficial	intelligence	research	company,	has	developed	a	bot	that,	
aHer	only	two	week	of	machine	learning,	is	able	to	beat	professional	players	in	a	1v1	
duel	in	the	compeLLve	video	game,	DotA	2.	Greg	Brockman	from	OpenAI	says	that,	"The	
rules	of	Dota	are	so	complicated	that	if	you	just	think	really	hard	about	how	the	game	
works	and	try	to	write	those	rules	down,	you're	not	even	gonna	be	able	to	reach	the	
performance	of	a	reasonable	player."	Unlike	Chess	and	Go,	the	amount	of	opLons	that	
the	player	has	at	every	moment	in	Lme	makes	DotA	2	impossible	to	solve	with	an	
adversial	search	tree.	Rather,	OpenAI	is	able	to	create	the	world's	best	DotA	2	player	
through	trial-and-error	machine	learning,	by	running	an	extreme	amount	of	game	
simulaLons	unLl	it	is	able	to	tell	which	acLon	trees	lead	to	success.		

h"ps://openai.com/	

Safe	General	AI	



Machine	Learning	
Supervised	machine	learning	help	find	connecLons	given	data	with	research	and	
study	outcomes.	There	are	thousands	of	data	and	staLsLcs	on	the	internet.	It	is	
arduous	job	for	a	man	to	find	related	data	and	connect	with	expected	outcomes.	By	
high	frequency	of	compuLng,	using	supervised	machine	learning,	programs	are	able	
to	find	relaLonships	between	tremendous	amount	of	data	with	given	outcomes	
quickly	and	correctly.	There	are	binary	classificaLon,	mulLclass	classificaLon,	and	
regression	provided	by	supervised	machine	learning.	Overfixng	and	underfixng	are	
the	major	problems	of	supervised	machine	learning,	greatly	lowering	efficiency	of	
programs.	Overfixng	is	more	likely	with	nonparametric	and	nonlinear	models	that	
have	more	flexibility	when	learning	a	target	funcLon.	As	such,	many	nonparametric	
machine	learning	algorithms	also	include	parameters	or	techniques	to	limit	and	
constrain	how	much	detail	the	model	learns.	Underfixng	is	oHen	not	discussed	as	it	
is	easy	to	detect	given	a	good	performance	metric.	The	remedy	is	to	move	on	and	try	
alternate	machine	learning	algorithms.	
	
h"ps://machinelearningmastery.com/overfixng-and-underfixng-with-machine-
learning-algorithms/	

RelaLonship	to	computaLonal	creaLvity	–	exploitaLon	and	exploraLon	



Recurrent	Neural	Network	HandwriLng	GeneraLon	Demo	
This	demo	from	the	University	of	Toronto	writes	in	handwriLng	what	is	typed	into	the	
text	box,	and	allows	users	to	select	from	a	number	of	handwriLng	styles.	The	handwriLng	
system	uses	long	short-term	memory	units	in	recurrent	neural	networks	in	order	to	
generate	the	sequence	of	black	pixels	which	we	interpret	as	handwriLng.	I	found	this	
demo	parLcularly	interesLng	because	aHer	being	trained	on	a	large	amount	of	
handwriLng,	the	system	predicts	where	the	next	pixel	will	be	placed	in	relaLon	to	the	
current	pixel	to	form	a	le"er	it	has	been	trained	to	recognize.	More	explicitly,	instead	of	
training	the	classifier	to	make	more	classificaLons,	the	system	is	trained	to	create	original	
content	which	would	be	classified	properly	given	its	previously	trained	classifier.	I	think	
this	flipping	of	the	classifer's	purpose	makes	this	demo	fairly	unique	and	a	very	tacLle	
demonstraLon	of	a	system	trained	using	supervised	learning.	
	
Here	is	a	link	to	the	demo:	h"p://www.cs.toronto.edu/~graves/handwriLng.html	
	
Here	is	a	link	to	an	explanaLon	of	recurrent	neural	networks	and	long	short-term	
memory:	h"ps://arxiv.org/abs/1308.0850	

Learning	sequences	



Supervised	Machine	Learning	in	Spam	DetecLon	
An	example	of	supervised	machine	learning,	which	has	been	fielded	and	improved	
over	many	years	is	spam	detecLon.	There	are	3	primary	techniques	for	machine	
learning	spam	detecLon:	Random	Forest,	k-Nearest	Neighbors,	and	Support	Vector	
Machines.	Random	forest	works	by	generaLng	many	decision	trees,	which	work	
together	to	form	a	forest	of	trees.	This	method	works	well	when	working	with	small	
datasets,	which	require	complex	classificaLon.	K	nearest	neighbor	works	by	comparing	
new	inputs	to	the	exisLng	dataset	to	find	the	most	similar	category	of	inputs	and	
classifying	the	input	as	the	same	as	the	most	similar	neighbors.	This	runs	real	Lme	and	
requires	a	distance	computaLon	for	each	input,	which	can	be	costly	for	large	datasets.	
Support	Vector	machines	rely	on	decision	planes	rather	than	trees	and	are	very	
effecLve	for	less	noisy	datasets.	
	
Source:	h"ps://dev.to/matchilling/comparison-of-machine-learning-techniques-in-
email-spam-detecLon--2p0h	

Comparing	methods	



Alexander	Reed	
Data	is	playing	an	ever-larger	role	in	healthcare	treatment	today.	Vanderbilt	Medical	
Center	has	a	BioinformaLcs	Lab	dedicated	to	researching	and	applying	uses	of	data	
analyLcs	and	machine	learning	to	healthcare.	One	specific	use	case	is	the	predicLon	
of	paLent	discharge	and	readmission	dates	(a	project	I	am	conLnuing	to	work	on	with	
Dr.	Fabbri).	Here,	we	are	looking	at	various	data	sets,	many	of	which	are	dirty	and	
disconLnuous,	to	help	train	our	models	to	best	predict	potenLal	paLent	discharge	
and	readmission	dates.	Thus,	if	we	are	able	to	best	train	our	model	to	recognize	
certain	outcomes,	we	can	help	maximize	the	hospital’s	efficiency.	
	
h"ps://hiplab.mc.vanderbilt.edu/people/malin/Papers/NegaLve_AMIA2016.pdf	

PostoperaLve	complicaLons	
Cancer	tumor	risk	idenLficaLon	



PayPal	Fraud	DetecLon	
Dominique	Carbone	posted	Oct	2,	2018	9:01	PM	Subscribe	
h"ps://www.infoworld.com/arLcle/2907877/machine-learning/how-paypal-
reduces-fraud-with-machine-learning.html	
	
This	arLcle	describes	the	ways	in	which	PayPal	uses	machine	learning	to	prevent	
fraud	and	other	crimes	through	an	interview	with	the	company’s	Senior	Director	of	
Risk	Sciences,	Dr.	Hui	Wang.	It	goes	on	to	describe	the	three	types	of	machine	
learning	the	company	uses,	which	include	linear,	neural	network,	and	deep	
learning	algorithms.	To	sustain	these	algorithms,	PayPal	collects	huge	amounts	of	
data	about	their	customers,	and	uses	all	three	together	to	produce	the	best	results.	
What	I	found	most	interesLng	about	this	arLcle	was	the	writer’s	discussion	with	Dr.	
Wang	about	the	potenLal	dangers	of	the	future	of	arLficial	intelligence.	Wang	
states	that	she	doesn’t	worry	that	machines	will	replace	humans	because	machines	
cannot	find	the	data	on	its	own,	and	does	not	have	the	oversight	to	decide	which	
informaLon	is	important.	



Coursera:	Machine	learning	and	Reinforcement	Learning	in	Finance	
h"ps://www.coursera.org/specializaLons/machine-learning-reinforcement-finance	
	
This	specializaLon	of	Coursera	introduces	students	to	the	applicaLon	of	supervised	
machine	learning	and	reinforcement	learning	in	the	finance	industry.	The	first	part	of	
the	course	focuses	on	the	mathemaLcal	foundaLons	of	ML,	such	as	linear	regression,	
overfixng	and	model	capacity,	etc.,	and	basic	soHware	packages	such	as	DataFlow,	
TensorFlow,	etc.	Armed	with	these	skills,	students	are	able	to	perform	basic	analysis	of	
market	data.	Neural	networks,	gradient	descent	opLmizaLon	and	other	more	advanced	
topics	are	discussed	sequenLally.	A	project	aimed	at	predicLng	credit	spreads	is	
accomplished	with	the	aid	of	decision	tree	methods	and	support	vector	machines(SVM).		
AddiLonally,	the	course	pairs	ML	with	the	Markov	Decision	Process	and	the	Black-
Scholes-Merton	model	to	price	an	opLon,	evaluate	risk	and	perform	hedging.	
	
To	me,	this	specializaLon	is	a	very	comprehensive	and	rewarding	introducLon	to	the	
applicaLons	of	ML	in	finance.	Supervised	machine	learning	and	arLficial	intelligence	are	
playing	a	more	and	more	important	role	in	the	finance	industry,	especially	in	
quanLtaLve	trading	and	high-frequency	trading,	where	it	helps	companies	conduct	
transacLons	over	millions	of	dollars	per	minute.	



Supervised	Learning	for	Businesses	
Supervised	learning	has	great	prospects	in	digital	markeLng	and	online	driven	sales.	The	
process	of	using	Internet	will	leave	detailed	footprints	for	analysis.We	have	three	main	
process	connecLng	the	markeLng	with	the	supervised	learning:	collecLng	data,	labeling	
data	and	improving	the	accuracy	of	the	predicLon.	CollecLng	and	resembling	data	
correctly	requires	considerable	business	skills	and	capital	investment.	Not	only	do	we	need	
to	set	up	a	consistent	and	correct	data	collecLon	mechanism,	but	also	have	to	ensure	that	
variables	are	related	to	predicLon.	And	predicLon	performance	is	a	challenging.	For	
example,the	face-id	technology	used	in	iPhoneX.	Although	Apple	claims	that	face-id	uses	
machine	learning	to	adapt	image	recogniLon	about	changing	human	appearance,	whether	
you	wear	glasses	or	a	beard.	Although	Apple	thinks	they	can	achieve	100	per	cent	
accuracy,	we	have	to	understand	ML	soluLons	does	not	always	give	the	right	answer.	
	
The	linkh"ps://www.altexsoH.com/blog/business/supervised-learning-use-cases-low-
hanging-fruit-in-data-science-for-businesses/	



Machine	Learning	–	Coursera	
Machine	learning	online	course	is	one	of	the	most	famous	online	courses	offered	on	
Coursera.	The	instructor	is	Andrew	Ng,	who	is	an	adjunct	professor	in	Stanford	
University	and	co-founded	Google	Brain.	The	courses	aimed	to	teach	students	the	
most	effecLve	machine	learning	techniques,	and	gain	pracLce	implemenLng	them	and	
gexng	them	to	work.	The	main	language	used	throughout	the	course	is	MATLAB,	
which	is	easy	to	use	for	beginners	but	hard	to	apply	to	other	use	cases.	All	the	
supervised	learning	topics	include	parametric/non-parametric	algorithms,	support	
vector	machines,	kernels,	neural	networks.	
	
h"ps://www.coursera.org/learn/machine-learning	

Top	15	MOOC	on	Matlab:		
h"ps://engineering.vanderbilt.edu/news/2018/vanderbilts-online-matlab-course-is-a-top-mooc/	
	
Michael	Fitzpatrick	and	Akos	Ledeczi	



Classifying	RNA	riboswitches	
The	NIH	last	year	published	a	paper	describing	the	applicaLon	of	supervised	machine	
learning	for	classifying	RNA	elements	called	riboswitches.	They	are	interested	in	
“understand[ing]	their	mechanisms	of	acLon	and	us[ing]	them	in	geneLc	engineering.”	
The	paper	details	how	they	test	several	different	machine	learning	algorithms,	including	
sequenLal	minimal	opLmizaLon	and	Naïve	Bayes.	These	algorithms	were	checked	for	
categories	like	accuracy	and	sensiLvity.	This	study	found	that	MulLlayer	Perceptron	
algorithm	was	best	for	classifying	the	riboswitches.	I	found	the	porLon	of	the	paper	I	read	
to	be	pre"y	interesLng	(though	the	full	paper	is	locked	by	account	access),	and	it	was	
good	to	acquainted	with	machine	learning	techniques	that	haven’t	been	covered	in	class	
yet,	even	if	I	don’t	fully	understand	the	science	behind	riboswitches.	
	
Source:	h"ps://www.ncbi.nlm.nih.gov/pubmed/27040116	



Smart	DeduplificaLon	
source:	h"ps://dedupe.io/	
	
Dedupe.io	is	an	open-source	applicaLon	that	uses	supervised	machine	
learning	to	detect	and	remove	complex	duplicates	from	an	excel	sheet	or	
database.	Dedupe	uses	a	fragment	of	the	dataset	for	training:	the	user	is	
prompted	with	an	example	of	two	potenLal	duplicates	and	is	asked	to	
classify	whether	these	data	are	indeed	duplicates.	Once	the	user	decides	
that	enough	training	has	been	done	Dedupe	will	build	a	model	for	
detecLng	complex	duplicates	and	will	classify	all	remaining	potenLal	
duplicates	in	the	test	set	(total	dataset	-	training	examples).		



Machine	Learning	in	Computer	Vision	
Anne	Zou	posted	Oct	2,	2018	7:29	PM	Subscribe	
Computer	vision	is	an	applicaLon	of	supervised	machine	learning	in	which	
convoluLonal	deep	neural	networks	can	be	trained	to	construct	internal	
representaLons	of	the	world	and	idenLfy	them	in	visual	imagery.	The	convoluLonal	
network	is	trained	using	labeled	examples	(i.e.	supervised	learning)	for	features	it	
should	learn	to	detect,	and	is	made	up	of	mulLple	layers	of	neurons	designed	to	be	
shiH	invariant	(i.e.	translaLng	an	image	should	not	affect	the	result).	I	find	it	very	
interesLng	that	this	design	was	actually	based	on	the	organizaLon	of	the	animal	
visual	cortex.	As	our	understanding	of	neuroscience	and	psychology	improves,	we	
come	up	with	more	and	be"er	methods	of	mimicking	human	thinking	and	
percepLon	for	our	machines.	
	
Source:	h"p://yann.lecun.org/exdb/publis/pdf/lecun-iscas-10.pdf	
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