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Abstract

We present a new eigendeformation-based reduced order homogenization approach for sim-

ulating progressive degradation and failure in brittle composite materials. A new reduced

model basis construction strategy is proposed, where the bases are based on numerically cal-

culated “failure paths” within the material microstructure subjected to a pre-selected set of

load configurations. The failure paths are allowed to overlap, leading to a slight deviation from

orthonormality of the basis functions of the reduced order model. In order to alleviate the spu-

rious post failure residual stresses, we propose a new hierarchical failure path update approach,

where the influence functions are adaptively updated to incorporate compatible eigenstrains as

microstructural failures are detected. The reduced order modeling approach is verified against

particulate composite microstructures with ordered and random configurations. The proposed

approach leads to significant improvements in accuracy, while maintaining a low model order.

Keywords: damage mechanics, reduced order homogenization, multiscale modeling, heteroge-

neous materials.

1 Introduction

Computational homogenization (CH) has emerged as a powerful tool for modeling the me-

chanical behavior of structures made of composite and other heterogeneous materials. The CH

method is based on the mathematical homogenization theory [2, 5, 44, 47] and has been exten-

sively used to address the elastic, inelastic, viscous and damage behavior (e.g., [26, 21, 45, 35]),

geometric nonlinearities (e.g., [20, 30, 49]) and multiphysics response (e.g., [42, 48]). Recently,

the CH method has also been extended to model fracture phenomena [32, 4, 38].

One of the main challenges before CH is the computational complexity of solving boundary

value problems (BVPs) at two (or more) scales. Major progress in reducing the computational
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cost of the multiscale methods has been made through the introduction of reduced order

modeling (ROM) approaches, including the generalized method of cells [1], the fast Fourier

transform [36], the network approximation method [6], the R3M method [52], the proper

generalized decomposition (PGD) [31, 12, 14], the nonlinear manifold-based ROM [7], among

others. Many of the ROM approaches rely on the approximation of the fine scale response

based on a small number of basis functions, typically far smaller than the standard (e.g.,

finite element) basis required to evaluate the fully-resolved fine scale problem discretizing the

material heterogeneity. The central question of the reduced basis representation is how to

choose the appropriate basis functions to represent the fine scale response.

Proper orthogonal decomposition (POD) has also been used to efficiently solve nonlinear

multiscale problems [52, 11, 27]. The key feature of POD is that the optimality of the re-

duced basis in approximating the fully resolved (fine scale) system is ensured in the sense of

a certain norm [37]. A challenge associated with this approach is that the optimality is often

ensured with respect to a global norm, which may not always be feasible for analysis of prob-

lems involving localized failure events. Eigendeformation-based reduced order homogenization

method (EHM) is an alternative model order reduction approach for problems that involve

nonlinear material behavior [40, 15]. EHM is based on the transformation field analysis (TFA)

originally proposed by Dvorak and coworkers [18, 19] and have been applied to study compos-

ite behavior under a range of loading conditions [39, 51, 28, 17, 10, 8, 9] and recently extended

to model polycrystalline microstructures [53]. Similar to POD or PGD-based approaches, the

model order reduction is achieved through the application of the principle of separation of

variables (i.e., with respect to time and space), along with the finite sum decomposition:

f (y, t) ≈ f̂ (y, t) =
n∑

α=1

N (α) (y) f (α) (t) (1)

In contrast to the POD and PGD approaches, in which the decomposition is typically applied

to the cardinal response fields (e.g., f the displacement field), EHM relies on the decomposition

of the gradient fields (i.e., f the stress or strain field). EHM also accounts for the progressive

decohesion along the interfaces of the heterogeneous material constituents [40, 41]. The current

manuscript focuses on addressing two key challenges associated with EHM: (1) identification of

a low-order reduced basis that accurately describes the progressive failure in a heterogeneous

material microstructure; and (2) efficient alleviation of spurious post failure residual stresses

observed in EHM model predictions.

The accuracy and the efficiency of an EHM model is controlled by the selection of the num-

ber (i.e., n) and shape (i.e., N (α)) of the basis functions. Basis functions that are piecewise

constant [16] and nonlinear [34, 24] over the material microstructure have been previously
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proposed. The particular forms of the basis functions could be chosen a-priori, using mi-

crostructure simulations subjected to (typically) simple loading histories, or adaptively through

hierarchically updating the model order and basis functions as a function of the deformation

state. While accurate, implementation and use of adaptive model update is computation-

ally more complex. The authors previously performed an optimization-based identification

of the optimal EHM model through evolutionary optimization [46]. While this approach is

computationally costly, it provides a benchmark for accuracy assessment for ROM selection

algorithms.

When low-order EHM models are employed to characterize failure in heterogeneous mate-

rials, a stress-locking phenomenon is observed [15, 23]. This locking phenomenon is associated

with a residual stiffness after the onset of strain softening, the effect of which may be sig-

nificant for some microstructural configurations [40, 23]. Crouch and Oskay [15] proposed

the concept of shadow modeling, in which the post-failure stresses are computed based on a

high order model, whereas the damage coefficients are evaluated using a low-order model to

maintain low computational cost. In the context of unidirectional composites, Fish et al. [23]

applied the idea of compatible eigenstrains to EHM (following the notion originally proposed

by Furuhashi and Mura [25]) that eliminates load transfer to the inclusion phase upon failure,

thereby eliminating the spurious post-failure stresses.

This manuscript presents a new EHM approach for simulating progressive degradation

and failure in composite materials. A new reduced basis selection strategy is proposed, in

which the basis functions are constructed based on the numerically calculated “failure paths”

within the material microstructure under a pre-selected set of load configurations admissible

by the homogenization theory. In the proposed methodology, the failure paths are allowed to

overlap, leading to a slight deviation from orthonormality of the basis functions of the reduced

order model. In order to alleviate the spurious post failure residual stresses, we propose a new

hierarchical failure path update approach, where the influence functions are adaptively updated

to incorporate numerically-computed compatible eigenstrains as microstructural failures are

detected. The proposed reduced order modeling framework is verified against particulate

composite microstructures with ordered and random configurations. The proposed reduced

order modeling approach leads to significant improvements in accuracy, while maintaining a

low model order.

The remainder of this manuscript is organized as follows: The problem of progressive failure

in a composite material and the multiscale setting are stated in Section 2. The macroscale and

microscale boundary value problems in the context of the EHM are described in Section 3.

In Section 4, the method of failure paths and the reduced basis identification strategy are

presented. Section 5 introduces the formulation to alleviate post-failure residual stresses.

Numerical examples and assessment of model validity is provided in Section 6. Section 7
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discusses the conclusions and future research directions.

2 Problem statement and multiscale setting

Consider a heterogeneous structure that occupies Ω ⊂ Rnsd , where nsd is the number of space

dimensions. The equations governing the progressive failure of the heterogeneous structure

are (x ∈ Ω and t ∈ [0, t0]):

σζij,j(x, t) + bζi (x, t) = 0 (2)

σζij(x, t) = Lζijkl(x)(εζkl(x, t)− µ
ζ
kl(x, t)) ≡ [1− ωζ(x, t)]Lζijkl(x)εζkl(x, t) (3)

εζij(x, t) = uζ(i,j)(x, t) ≡
1

2
(uζi,j + uζj,i) (4)

ω̇ζ = ω̂ζ(σζij , ε
ζ
ij , s

ζ
ij) (5)

where, uζ denotes displacement, σζ the Cauchy stress, bζ the body force and εζ the total

strain, and µζ is the damage-induced inelastic strain. A superscript ζ indicates the oscillatory

behavior of the response fields due to the local microstructural heterogeneities. A subscript

comma denotes spatial differentiation, parentheses in the subscript denotes a symmetric differ-

entiation. The tensor of elastic moduli, Lζ is taken to be symmetric and strongly elliptic. The

progressive failure at a material point within the material microstructure is idealized using

continuum damage mechanics. The state of damage at the material point is described by the

scalar damage variable ω ∈ [0, 1) with ω = 0 and ω → 1 respectively indicating the states of

no damage and complete loss of load carrying capacity. t0 denotes the end of the observation

window. The evolution of the damage variable (Eq. 5) is provided in functional form and an

explicit definition in the context of integral-type nonlocal damage formulation is presented in

Section 3. The boundary conditions are:

uζi (x, t) = ûi(x, t) x ∈ ∂Ωu, t ∈ [0, t0] (6)

σζij(x, t)nj = t̂i(x, t) x ∈ ∂Ωt, t ∈ [0, t0] (7)

in which û(x) and t̂(x) are the prescribed displacement and tractions on the boundaries ∂Ωu

and ∂Ωt, where ∂Ωu ∪ ∂Ωt = ∂Ω and ∂Ωu ∩ ∂Ωt = ∅. n is the unit normal to ∂Ωt.

The heterogeneous structure is formed by repetition of a locally periodic microstructure,

which consists of c ≥ 2 constituent phases. The canonical domain of the microstructure is

denoted as Θ ⊂ Rnsd . The macro- and the microstructure domains are parameterized by the

position vectors, x and y, respectively. The ratio between the size of the macroscopic and

microscopic domains are related by a small positive size scale ratio, ζ, (i.e., 0 < ζ � 1), and

y = x/ζ. Employing the method of multiple scales [5], an arbitrary response field, f ζ(x), is
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expressed in terms of the micro- and macroscopic coordinates:

f ζ(x) = f(x,y(x)) (8)

Utilizing the chain rule:

f ζ,i(x) = f,xi(x,y) +
1

ζ
f,yi(x,y) (9)

The response fields are assumed to be locally periodic over the domain of the microstructure

throughout the deformation process:

f(x,y)) = f(x,y + kŷ)) (10)

in which, ŷ represents the period of the microstructure and k is a nsd × nsd diagonal matrix

consisting of integer entries.

3 Reduced order computational homogenization with

eigenstrains

The proposed methodology for multiscale modeling employs the asymptotic homogenization

with multiple spatial scales. In this context, the displacement field of the heterogeneous

material is decomposed using a two-scale asymptotic expansion:

ui (x,y, t) = ūi (x, t) + ζu1
i (x,y, t) (11)

in which, ū and u1 are the macroscopic and microscopic displacement fields, respectively.

The O(1) displacement field is taken to be independent of the microscale coordinates and

constitutes the homogenized displacement field, whereas the O(ζ) displacement field accounts

for the microstructural perturbations due to the microstructural heterogeneity. The two-scale

decomposition of the displacement field is substituted into the original governing equations

(i.e., Eqs. 2-7), and asymptotic analysis is performed, which results in coupled macro- and

microscale problems. In order to reduce the computational complexity associated with solving

the microscale boundary value problem, the eigendeformation-based reduced order approach is

utilized. In the context of damage mechanics, detailed descriptions of the asymptotic analysis

and the model order reduction are provided in Ref. [40]. In what follows, we summarize the

resulting macro- and the microscale equations that form the basis of the reduced order model

developed in this manuscript.
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3.1 Macroscale problem

Asymptotic expansion of the response fields, the consequent asymptotic analysis with mul-

tiple spatial scales, and homogenization of the resulting equilibrium equations result in the

homogenized macroscale equilibrium equation defined over the macroscopic domain, Ω:

σ̄ij,xj (x, t) + b̄i (x, t) = 0; x ∈ Ω (12)

in which, σ̄ and b̄ denote the macroscopic stress tensor and the body force, respectively. The

macroscopic stress and body force terms are obtained through volume-averaging (homogeniza-

tion) of the respective fields over the domain of the microstructure, Θ:

f̄ (x, t) := 〈f (x,y, t)〉Θ =
1

|Θ|

∫
Θ
fdy (13)

where, |Θ| is the volume of the microstructure domain. The stress field is expressed as a

function of the microscale displacement field as:

σ̄ij (x, t) =
〈
Lijkl (y)

[
ε̄kl (x, t) + u1

(k,yl)
(x,y, t)− µkl (x,y, t)

]〉
Θ

(14)

where, the macroscopic strain is obtained as the symmetric gradient of the homogenized dis-

placement field:

ε̄ij (x, t) = ū(i,xj) (x, t) (15)

Assuming that the boundary data vary with respect to the macroscopic scale only, the

boundary conditions of the macroscale problem are expressed as:

ūi (x, t) = ûi (x, t) x ∈ ∂Ωu (16)

σ̄ij (x, t)nj = t̂i (x, t) x ∈ ∂Ωt (17)

The macroscopic problem does not have an explicit constitutive relationship to close the

boundary value problem. Instead, the macroscopic strain and stress are linked through the

microstructural deformation state by Eq. 14. The microscopic deformation state is computed

numerically based on the reduced order microscopic problem defined below.

3.2 Reduced-order microscale problem

Asymptotic analysis of the original governing system of equations also results in the microscale

equilibrium equation defined over the domain of the microstructure as:{
Lijkl (y)

[
ε̄kl (x, t) + u1

(k,yl)
(x,y, t)− µkl (x,y, t)

]}
,yj

= 0; y ∈ Θ (18)
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where, the macroscopic strain acts as the loading function for the microscale problem.

The local periodicity of the microstructure response fields defined in Eq. 10 naturally leads

to periodic boundary conditions for the microscale problem. For a rectangular (or cuboidal)

shaped RVE domain, the boundary is split into nsd pairs of parallel sides (or faces) denoted

by ∂Θξ. The periodic boundary conditions are then expressed as:

u1
i (x,y, t) = u1

i (x,y − lξnξ, t) ; y ∈ ∂Θξ; ξ = 1, . . . , nsd (19)

in which, nξ is the unit outward normal on ∂Θξ, and lξ is the length of the microstructure

domain along nξ. In order to restrict rigid body motion, displacement is constrained at

the microstructure domain vertices. Equation 18 along with the damage evolution equations

(described below) and the periodic boundary conditions constitute the microscale boundary

value problem.

Eigendeformation-based reduced order homogenization is based on expressing the mi-

croscale displacement field in terms of microstructural influence functions as [40]:

u1
i (x,y, t) = Hikl (y) ε̄kl (x, t) + (hikl ∗ µkl) (x,y, t) (20)

where, H and h are respectively the elastic and damage-induced influence functions; and ∗
denotes convolution performed over the microstructure domain, Θ. In the absence of damage

or other inelastic effects, the linearity of the microscale displacement field with respect to the

macroscopic strains is exploited (i.e., the first term on the right hand side of Eq. 20). The

microscale problem then results in the influence function problem of the classical linear-elastic

mathematical homogenization theory [5]. The second component is obtained based on the

Green’s function approach, in which the inelastic strain field is viewed as the spatially variable

“force” acting on the microstructure [13].

Consider the following reduced basis representation of the inelastic strain, µ(α) and damage,

ω(α) fields, respectively:

µij (x,y, t) =

n∑
α=1

N (α) (y)µ
(α)
ij (x, t) (21)

ω (x,y, t) =
n∑

α=1

N (α) (y)ω(α) (x, t) (22)

where, N (α) denotes a mesomechanical shape function; n the order of the reduced basis; and

µ(α) and ω(α) are the mesomechanical inelastic strain coefficients and phase damage coeffi-
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cients, respectively. The mesomechanical coefficients have the following nonlocal forms:

µ
(α)
ij (x, t) =

∫
Θ
ϕ(α) (y)µij (x,y, t) dy (23)

ω(α) (x, t) =

∫
Θ
ϕ(α) (y)ω (x,y, t) dy (24)

in which, ϕ(α) are mesomechanical weight functions.

The reduced order representation of the inelastic response fields are therefore character-

ized by the model order parameter, n, the mesomechanical shape functions and the weight

functions. Naturally, n is chosen low enough to ensure that the size of the resulting reduced

system of equations to evaluate the microscale displacement field is small. The mesomechan-

ical shape functions differ from the standard finite element shape functions in the sense that

they are coarser and require only C−1 continuity (since they are defined over strain fields).

Equations 21-24 are consistent and imply orthonormality between the shape and weight func-

tions: ∫
Θ
ϕ(α)(y)N (β)(y)dy = δαβ (25)

in which δαβ is the Kronecker delta.

Taking the symmetric gradient of the microscale displacement field in Eq. 20 and employing

Eq. 3 yields:

µij (x,y, t) = ω (x,y, t) [Aijkl (y) ε̄kl (x, t) + (gijkl ∗ µkl) (x,y, t)] (26)

where, A = I + G with Gijkl = H(i,yj)kl and gijkl = h(i,yj)kl, and I is the fourth order identity

tensor. Premultiplying both sides of Eq. 26 by the weight function, ϕ(β), integrating over the

microstructure domain and substituting the reduced basis decompositions (i.e., Eqs. 21-24)

yield (β = 1, . . . , n):

Φ(β) :=

n∑
γ=1

[
Iijklδβγ −

n∑
α=1

ω(α) (x, t) P̃
(αβγ)
ijkl

]
µ

(γ)
kl (x, t)

−
n∑

α=1

ω(α) (x, t) Ã
(αβ)
ijkl ε̄kl (x, t) = 0 (27)

in which, the coefficient tensors, P̃(αβγ) and Ã(αβ) are expressed in terms of the influence,

shape and weight functions as:

P̃
(αβγ)
ijkl =

∫
θ
ϕ(β) (y)N (α) (y)P

(γ)
ijkl (y) dy (28)
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Ã
(αβ)
ijkl =

∫
θ
ϕ(β) (y)N (α) (y)Aijkl (y) dy (29)

and, P(γ) (y) =
(
g ∗N (γ)

)
(y).

The reduced order microscale problem then reduces to the simultaneous evaluation of the

nonlinear system of equations Φ(β) = 0 (β = 1, . . . , n) along with the appropriate damage evo-

lution equations. By virtue of the elastic and inelastic influence functions, the microstructural

equilibrium is automatically ensured for damage and inelastic strain fields that satisfy Eq. 27.

The macroscopic stress is expressed as a function of the inelastic strain coefficients by

substituting the microscale displacement decomposition (Eq. 18) into Eq. 14, and exploiting

the reduced basis decomposition of the inelastic fields:

σ̄ij (x, t) = L̄ijklε̄kl (x, t) +
n∑

α=1

M
(α)
ijklµ

(α)
kl (x, t) (30)

where, the stiffness tensors, L̄ and M̄α are expressed as:

L̄ijkl = 〈Lijmn (y)Amnkl (y)〉 (31)

M
(α)
ijkl =

〈
Lijmn(y)

[
P

(α)
mnkl(y)− ImnklN (α)(y)

]〉
Θ

(32)

4 Method of overlapping failure paths

The accuracy and computational efficiency of the reduced order model is related to the model

order, n as well as the selection of the shape and weight functions of the ROM. In this section,

we present a new model selection strategy, which (a) allows for the reduced order model to

have a non-orthogonal basis and (b) formulates a strategy for identifying the basis functions

based on a-priori RVE simulations.

In order to ensure physically consistent reduced model discretization, the shape and weight

functions are taken to satisfy the following three additional constraints:

n∑
α=1

N (α) (y) = 1; y ∈ Θ (33)

ϕ(α)(y) ≥ 0; y ∈ Θ (34)∫
Θ
ϕ(α)(y)dy = 1 (35)

Equation 33 indicates the partition of unity of the inelastic response fields within the mi-

crostructure domain and ensures exact representation of the constant strain modes. The

positivity of the weight function (Eq. 34) is necessary to eliminate negative damage contri-

bution to the mesomechanical damage field, ω(α) from any subdomain of the microstructure
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based on Eq. 24. The weight function normalization condition (Eq. 35) ensures consistency of

Eq. 26 under constant strain mode/damage state.

Let iΘ ⊂ Θ denote the domain of phase i (1 ≤ i ≤ c) within the microstructure domain.

Naturally,
c⋃
i=1

iΘ = Θ and the intersections form null sets, i.e., the interfaces. Consider

an alternative partitioning of the domain of the microstructure into n possibly overlapping

subdomains, with Θ(α) denoting the αth subdomain (or part) in the partition. A part is taken

to lie within a single phase: Θ(α) ⊂ iΘ. The intersection between two parts is denoted as

Θ(αβ) ≡ Θ(α) ∩Θ(β). The intersections between multiple parts are defined by repetitive Greek

superscripts: Θ(αβν...) ≡ Θ(α) ∩Θ(β) ∩Θ(ν) . . .. Let S
(α)
k denote the subdomain of Θ(α), which

has k or more intersections:

S
(α)
0 = Θ(α); S

(α)
1 =

n⋃
β=1
β 6=α

Θ(αβ); S
(α)
2 =

n⋃
β=1
β 6=α

n⋃
ν=1
ν 6=α,β

Θ(αβν); . . . (36)

and Θ
(α)
k denotes the subdomain of Θ(α) that intersects precisely k − 1 other parts:

Θ
(α)
k = S

(α)
k−1

∖
S

(α)
k (37)

In view of Eq. 33, we consider the following shape function to describe the variation of the

inelastic strain and damage fields within the microstructure domain:

N (α) (y) =


1

k
if y ∈ Θ

(α)
k

0 if y ∈ Θ\Θ(α)
(38)

The shape functions defined in Eq. 38 allow the possibility of overlapping subdomains and

the resulting discretization forms a non-orthogonal basis. Given the shape functions defined

in Eq. 38, the corresponding weight functions are determined such that the positivity and

normality conditions given by Eqs. 34 and 35, respectively, are satisfied.

Consider the simple example illustrated in Fig. 1a to demonstrate the weight function

identification process. The reduced order model consists of two parts with a total of three

subdomains, Θ
(1)
1 and Θ

(2)
1 and the overlap subdomain, Θ

(12)
2 . Taking a piecewise constant

form for the shape functions associated with the two parts as illustrated in Fig. 1b, considering

piecewise constant variation of the weight functions, and employing the constraint equations

defined in Eqs. 34 and 35 results in a unique description of the weight functions of the following

form:

ϕ(α) (y) =


1∣∣∣Θ(α)
1

∣∣∣ if y ∈ Θ
(α)
1

0 elsewhere

(39)
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Figure 1: (a) Illustrative example of two subdomains Θ
(1)
1 and Θ

(2)
1 with the intersection denoted

as Θ
(12)
2 ; (b) shape functions corresponding to Eq. 38; (c) Corresponding weight functions with-

out imposing positivity constraint; (d) weight functions corresponding to imposing positivity
and normality constraints.

Using the specific choices for the shape and weight functions in Eqs. 38 and 39, the coefficient

tensors become:

P̃
(αγ)
ijkl := P̃

(ααγ)
ijkl =

1∣∣∣Θ(α)
1

∣∣∣
∫

Θ
(α)
1

P
(γ)
ijkl (y) dy =

〈
P

(γ)
ijkl (y)

〉
Θ

(α)
1

(40)

Ã
(α)
ijkl := Ã

(αα)
ijkl = 〈Aijkl (y)〉

Θ
(α)
1

(41)

and, P̃(αβγ) = 0 and Ã(αβ) = 0 for α 6= β. The above coefficient tensors in the context of Eq. 27

imply that the response within the overlap region does not contribute to the computation of

the damage and inelastic strain coefficients. The damage and inelastic strain fields within

the overlap regions are computed as averages of the corresponding non-overlap regions. For

instance, denoting the damage state within the overlap regions as ω
(1)
1 and ω

(2)
1 , respectively in

the above example, the corresponding damage state within the overlap region (ω(12)) becomes:

ω(12) =
1

2

(
ω

(1)
1 + ω

(2)
1

)
(42)
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Figure 2: Schematic representation of the failure paths in a square unit cell under biaxial,
uniaxial and shear loading.

using Eqs. 21 and 38. The inelastic strain field within the overlap region is obtained analogous

to Eq. 42. The result that damage evolution is not tracked within the overlap region implies:

(1) the size of the overlap region compared to the overall size of the parts must be small,

and (2) the overlap regions must not coincide with microstructure subdomains of high stress

concentration, where averaging cannot capture the damage evolution behavior.

It is easy to observe that the particular choice of the shape functions in Eq. 38 along

with shape-weight function orthonormality condition (i.e., Eq.25) automatically satisfy weight

function normalization condition. Relaxing the weight function positivity (Eq. 34) constraint

leads to unphysical damage state. A set of piecewise constant weight functions identified for the

example problem in Fig. 1a without the positivity constraint is shown in Fig. 1c. Considering

the damage state described by the set of coefficients: ω(1) = 0 and ω(2) > 0 necessarily indicate

a negative damage state within Θ
(1)
1 , which is not physical.

In what follows, the shape and weight functions are therefore taken to be expressed as in

Eqs. 38 and Eq. 39, respectively.

4.1 Identification of failure paths

The efficiency and the accuracy of capturing the failure behavior in the heterogeneous ma-

terial is controlled by the selection of the model order n and the way the microstructure is

decomposed into parts. The premise of the current strategy in the model order selection is

to track the evolution of damage within microstructure subdomains, which could form crack

paths through the microstructure under prescribed loading conditions. These subdomains are

denoted as “failure paths” [15].

The procedure for the identification of the failure paths is as follows with reference to

the schematic illustration in Fig. 2: The failure in a microstructure subjected to a prescribed

set of loading conditions admissible by the homogenization theory is simulated using direct

numerical simulation until complete failure. The failure within the microstructure is tracked

using nonlocal continuum damage mechanics (model described below), which identifies the

path of damage as a set of equal measure in Rnsd (e.g., a volume in 3-d). The path of damage

for each loading condition (i.e., failure path) is chosen as a reduced order model part. Failure
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paths under different loading conditions can overlap, which is allowed in the ROM formulation

described above. The remainder of the microstructure domain, which does not lie within any

of the failure paths is assigned a separate part. In the square unit cell example shown in Fig. 2,

biaxial, uniaxial, and pure shear conditions are used to construct the failure paths.

5 Alleviating post-failure spurious residual stiffness

The microscale reduced order model along with the damage evolution equations defining the

failure behavior of constituent materials constitute a full nonlinear system to evaluate the

microstructural behavior. When low order models are employed, this approach was shown

to demonstrate a significant post-failure residual stiffness [40, 23]. The post failure residual

stiffness refers to the ability of the microstructural domain to retain load carrying capacity

after failure. The residual stiffness is spurious and must be alleviated to ensure accurate load

redistribution at the macroscale in a failure propagation scenario. This issue has been tied to

the concept of the incompatibility of the eigenstrains proposed by Mura and Furuhashi [25] as

discussed in Fish et al. [23].

Θ(1)
Θ

Θ(2)

Θ(3)

Figure 3: New set of coefficient tensors are generated based on the combination of activated
failure paths, (i.e. compatible eigenstrains). The dark grey (matrix) and the light grey (fiber)
regions retain their original material properties. The white region is the failure path.

In order to demonstrate this issue, we follow a simple example similar to the discussion

in Ref. [23], but consider failure paths within the reduced order model. Figure 3 shows the

three-part, non-overlapping reduced order model to describe the behavior of a square unit

cell. A single failure path (i.e., Θ(1)) is considered in the model, and microstructure domain

is subjected to unidirectional loading perpendicular to the failure path. Consider the onset of

full damage on the failure path with no significant damage on the other parts (i.e., ω(1)=1;

ω(2)=ω(3)=0). Applying the damage state to Eq. 27 yields (for β = 1):(
Iijkl − P̃

(11)
ijkl

)
µ

(1)
kl (x, t)− P̃ (12)

ijkl µ
(2)
kl (x, t)− P̃ (13)

ijkl µ
(3)
kl (x, t) = Ã

(1)
ijklε̄kl(x, t) (43)
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Considering Eq. 27 for β = 2, 3, it is trivial to see that µ(2) = µ(3) = 0, which leads to:

µ
(1)
ij (x, t) =

(
I − P̃ (11)

)−1

ijmn

Ã
(1)
mnklε̄kl(x, t) ≡ Qijklε̄kl(x, t) (44)

Using the reduced order shape functions defined in Eq. 38 along with Eq. 31, and considering

a piecewise-constant tensor of elastic moduli within the microstructure:

M
(1)
ijkl = c1L

(1)
ijmn

(
P̃

(11)
mnkl − Imnkl

)
+

3∑
α=2

cαL
(α)
ijmnP̃

(α1)
mnkl (45)

where, cα denotes the volume fraction of part, α (i.e., cα=|Θ(α)|/|Θ|); and L(α) is the tensor

of elastic moduli of the constituent that occupies the domain of part α. Expressing the

homogenized tensor of elastic moduli in terms of the part average polarization tensors, Ã(α):

L̄ijkl =

3∑
α=1

cαL
(α)
ijmnÃ

(α)
mnkl (46)

Substituting Eqs. 44-46 into the macroscopic stress expression (Eq. 30) yields:

σ̄ij (x, t) =

3∑
α=2

cαL
(α)
ijpq

(
Ã

(α)
pqkl + P̃ (α1)

pqmnQmnkl

)
ε̄kl(x, t) (47)

The expression above is generally non-zero [23, 25]. Fish et al. [23] employed the idea of

compatible eigenstrains such that the macroscopic stress vanishes, which amounts to intro-

ducing a new set of coefficient tensors P̂(α1) to replace P̃(α1) in Eq. 47 upon detection of full

damage within part 1, such that:

P̂
(α1)
ijkl = −Ã(α)

ijmnQ
−1
mnkl (48)

which effectively enforces the loss of load carrying capacity (i.e., zero stiffness). One drawback

of this approach is that the loss of load carrying capacity is enforced at all loading directions.

In the context of the failure path illustrated in Fig. 3, the microstructure must retain stiffness

in the directions transverse to the failure path even after full damage within the failure path.

(e.g., σ̄11 = 0, but σ̄22, σ̄12 6= 0).

A simple alternative approach is proposed to alleviate the spurious residual stresses dis-

played in ROMs only along directions of failure. Let ς denote the set of coefficient tensors of

the reduced order model:

ς :=
{
Ã(α),M(α), P̃(αβ);L(α)

∣∣∣α, β = 1, 2, . . . , n
}

(49)
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in which the coefficient tensors are written in vector notation (bold symbols) for simplicity. ς

is used for as long as ω(α) < 1, ∀α, which is prior to the onset of full damage in a failure path.

We define a new set of coefficient tensors such that:

ςα1
1 :=

{
Â(α), M̂(α), P̂(αβ);L(α 6=α1), L̂(α1) = ιL(α1)∣∣∣α, β = 1, 2, . . . , n;α1 ∈ {1, 2, . . . , n}; 0 < ι << 1

}
(50)

ςα1
1 is computed with a tensor of elastic moduli in part α1 degraded by factor ι. The idea is to

employ ςα1
1 in the reduced order model to replace ς, when failure is detected in path α1 (i.e.,

ω(α 6=α1) < 1, ω(α1) ' 1). For each failure path, ςα1 is computed at the preprocessing stage along

with ς, prior to the macroscale analysis. The coefficient tensors with degraded properties in the

failure path approximates the presence of a through crack across the microstructure domain,

eliminating the stiffness properties along the appropriate loading directions.

This idea can be generalized to account for secondary failures that occur within a mi-

crostructure upon a change in loading direction. For instance, considering a new set of coeffi-

cient tensors defined as:

ςα1,α2
2 :=

{
ˆ̂
A(α),

ˆ̂
M(α),

ˆ̂
P(αβ);L(α6=α1,α2), L̂(α1) = ιL(α1), L̂(α2) = ιL(α2)α, β = 1, 2, ..., n;α1 ∈

{
1, 2, ..., n

}
, α2 ∈

{
1, 2, ..., n

}
; 0 < ι� 1

}
(51)

ςα1,α2
2 is employed when two cascading failures are detected (ω(α 6=α1) < 1, ω(α1) ' 1, ω(α2) ' 1)

in parts α1 and α2 by replacing ςα1
1 with ςα1,α2

2 upon detection of the second failure (note

that ςα1,α2
2 = ςα2,α1

2 ). In the current manuscript, only the “first-order” approach has been

computationally implemented and verified.

The proposed method to alleviate post-failure residual stiffness requires computation and

storage of n additional sets of coefficient tensors compared to the standard EHM, which are

computed off-line, prior to the macroscale analysis. There is insignificant additional computa-

tional cost of evaluating the nonlinear macroscale problem using the proposed approach.

6 Numerical verification

Numerical verification experiments were conducted to assess the capabilities of the proposed

reduced order modeling approach compared to the finite element simulations in which the

material microstructure is fully resolved. The numerical experiments were conducted by con-

sidering two particulate composite microstructures with geometry and discretization as shown

in Fig. 4. The first microstructure is a cubic unit cell, whereas the second microstructure con-

sists of randomly positioned particles with varying sizes embedded in the matrix. The particle
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(a) (b)

Figure 4: Unit (a) cubic- and (b) random microscopic cell geometry and discretization.

volume fractions for the two microstructures are 34% and 11% for cubic and random cells,

respectively. The characteristic length of the matrix material is taken to be 1/8 of the size of

the RVE for both microstructures. The elastic modulus and the Poisson’s ratio for the fiber

are E(f)= 400 GPa and ν(f)= 0.15; for the matrix they are E(m)= 115 GPa and ν(m)=0.3. The

fiber is taken to be linear elastic and the matrix is modeled using continuum damage model

described below.

The verification study discussed in this section consists of (1) the description of the con-

tinuum damage mechanics model used to idealize the progressive damage evolution within the

matrix material; (2) the selection of the reduced order models for the random and cubic cells

based on the method of failure paths; and (3) assessment of performance of the reduced order

models compared to the direct finite element method. The effects of overlapping vs. non-

overlapping paths as well as the inclusion of compatible eigenstrains are also demonstrated.

6.1 Damage evolution model

The failure behavior within the matrix phase is idealized using a nonlocal continuum damage

mechanics model of integral type [43]. The finite element simulations in the verification study

as well as in the identification of the ROM use the nonlocal damage model described below.

Damage evolution within each failure path in the context of the ROM uses the same form for

the damage evolution equations but do not consider the nonlocal component since each failure

path is already characterized by the characteristic length within the microstructure through

the failure paths. Hence, the reduced order model is microscopically nonlocal.

Damage is taken to follow a characteristic function, Φ, such that:

ω (y, t) = Φ (κ (y, t)) ;
∂Φ (κ)

∂κ
≥ 0 (52)
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where, Φ is taken to be of an arctangent form [22]:

Φ =
atan (aκ (y, t)− b) + atan (b)

π/2 + atan (b)
(53)

in which, a and b are material parameters. κ is a history variable that provides the maximum

value of the nonlocal equivalent strain, υnl, throughout the loading history:

κ (y, t) = max {υnl (y, τ)| τ ≤ t} (54)

The nonlocal damage equivalent strain is expressed using the nonlocal integral in terms of the

local equivalent strain, υ, as:

υnl(y, t) =

∫
Θ
λ(y − ŷ)υ (ŷ, t) dŷ∫

Θ
λ(ŷ) dŷ

(55)

The nonlocal weighting of the damage equivalent strain, λ, is expressed using the Wendland

Radial Basis Function [50]:

λ(ŷ) =


(

1− ‖ŷ‖
lc

)4(
4
‖ŷ‖
lc

+ 1

)
‖ŷ‖ ≤ lc

0 ‖ŷ‖ > lc

(56)

in which, lc denotes the characteristic length defining the span of the radial basis.

The local damage equivalent strain, υ, is the metric that drives the accumulation of damage.

A form similar to Mazars’ model [33] is employed in this study:

υ =

√√√√ nsd∑
i=1

〈υi〉2+ (57)

where, 〈·〉+ denotes the Macaulay brackets. υi are computed using the modified Hamilton’s

theorem (e.g., in 3-d):

υ3
i − I1υ

2
i + I2υi − I3 = 0 (58)

in which, I1, I2 and I3 are:

I1 = (ε11 + ε22 + ε33) (59)

I2 = (ε11ε22 + ε22ε33 + ε33ε11 − k(ε212 + ε223 + ε213)) (60)

I3 = (ε11ε22ε33 − k(ε11ε
2
23 + ε22ε

2
13 + ε33ε

2
12 − 2ε12ε13ε23)) (61)
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(a)

(c)

(b)

Figure 5: Symmetric microstructure with local model (a) coarse mesh: 6,698 elements; (b)
medium mesh: 11,242 elements; (c) fine mesh: 24,848 elements.

with k an anisotropy parameter. Setting k = 1 implies I2 and I3 are the second and third

strain invariants, respectively and υi are the principal stresses, recovering Mazars’ law. The

fitting parameter, k 6= 1 introduces anisotropy in failure with respect to shear and normal

stress components.

6.2 Characterization of the reduced order models

Microstructural scale simulations were performed to construct the reduced order models for

the microstructures. First, we demonstrate the need to perform nonlocal failure modeling

to capture reasonable failure paths to be employed in the reduced order model development.

Microstructure simulations were performed with local and nonlocal damage models to illustrate

this point. Mesh dependency of local damage models are very well understood in the literature

[43, 3, 29]. Our objective is to demonstrate that the local damage consideration not only

affects the post-peak stress-strain behavior, but also the paths of failure, which complicates the

reduced model development. Failure regions in the cubic cell under uniaxial and shear loadings

using local and nonlocal damage models are shown in Figs. 5 and 6, respectively. Simulations

using coarse (Fig. 5a), medium (Fig. 5b), and fine (Fig. 5c) discretizations are performed. The

three discretizations consist of 6,698, 11,242 and 24,848 elements respectively. The ratio of
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(a)

(c)

(b)

Figure 6: Symmetric microstructure with nonlocal model (a) coarse mesh: 6,698 elements; (b)
medium mesh: 11,242 elements; (c) fine mesh: 24,848 elements.

the characteristic length to the cell size is set to 1/8 in the nonlocal simulations. Simulations

performed using the local model (Fig. 5) clearly demonstrate that the failure strains localize in

single element wide regions. In addition, as the mesh is refined, the failure does not converge

to a single path, instead multiple failure paths are observed in highly dense meshes. Figure 6

shows the effect of employing the nonlocal damage model. As the mesh is refined, the failure

paths remain unchanged and the mesh dependency is not observed. The load-displacement

curves for all the nonlocal mesh refinements also exhibit nearly identical peak load. While the

mesh convergence analysis is demonstrated on the square cell, the behavior and the outcome

is similar for the random cell. The study on the random cell is omitted for brevity.

The failure paths and the reduced models for the cubic and random cells are therefore

built based on the outcome of the nonlocal microstructural analyses. For each microstructure

simulation, the failure path is identified as the set of elements for which the damage value,

ω ≥ ωcr = 0.99. At this state, complete loss of load carrying capacity is observed at the scale

of the cell. The failure paths were identified using the nonlocal simulation with the coarse

mesh for the cubic cell as shown in Fig. 7, since the failure paths remain virtually unchanged

under further refinement. The square cell matrix and reinforcements are discretized using

6,240 and 458 elements, respectively. The mesh employed for the random cell consisted of
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(a) (b) (c)

(d) (e) (f)

Figure 7: The partitioning and model reduction strategy. Cubic cell profiles are shown
when subjected to (a) uniform biaxial loading; (b) uniaxial in the lateral direction; (c)
uniaxial in the vertical direction; (d) shear loading along the positive direction; (e) shear
loading along the negative direction; (f) overlapping failure partition.

(a) (b) (c)

(d) (e) (f)

Figure 8: The partitioning and model reduction strategy. Random cell profiles are shown
when subjected to (a) uniform biaxial loading; (b) uniaxial in the lateral direction; (c)
uniaxial in the vertical direction; (d) shear loading along the positive direction; (e) shear
loading along the negative direction; (f) overlapping failure partition.



21

50

100

150
σ xy

 [M
Pa

]

0 0.005 0.01 0.015 0
[mm/mm]

20

40

60

0

σ x-
y [

M
Pa

]

[mm/mm]ε ε
0.005 0.01 0.015 

 

(a)

(d)

(c)

(b)
 

 

reference
non-overlapping ROM
overlapping ROM

Figure 9: Stress-strain curves when subjected to (a) positive shear loading; (b) negative
shear loading; (c) uniaxial in the lateral direction; (d) uniaxial in the vertical direction.

11,241 elements. The random cell matrix and reinforcements are discretized using 10,072 and

1,169 elements.

For each microstructure, we create two reduced order models: overlapping and non-overlapping.

Both models are built based on failure paths generated under biaxial, two unidirectional and

two shear loading as illustrated in Figs. 7 and 8. For non-overlapping models, the failure paths

are separated into multiple parts and intersecting parts of the paths are considered as separate

parts themselves. For cubic cells, the order of overlapping and non-overlapping models are n

= 6 and n = 15, respectively. For random cells the ROM with overlapping parts has the order

n = 6, whereas the ROM with non-overlapping parts has n = 12. Both models also consider

the remainder of the matrix phase (which lay outside any of the failure paths) to be a separate

part of the ROM. Significant damage or failure is not anticipated to occur in this part. It is

therefore clear that the overlapping failure path approach provide a significant computational

advantage compared to the non-overlapping method.

6.3 Microstructure analysis

The performance of the reduced order models are assessed when the microstructures are sub-

jected to the loading conditions shown in Figs. 7 and 8. Figure 9 illustrates the comparison

between the macroscale stress-strain curves of the cubic cell as computed by the direct finite
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Figure 10: Stress-strain curves when subjected to (a) positive shear loading; (b) negative
shear loading; (c) uniaxial in the lateral direction; (d) uniaxial in the vertical direction.
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Figure 11: Stress-strain curves when subjected to (a) positive shear loading; (b) negative
shear loading; (c) uniaxial in the lateral direction; (d) uniaxial in the vertical direction.
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element simulations, the overlapping and non-overlapping ROMs for two normal and shear

directions. The ROM simulations shown in this figure do not consider the compatible eigen-

strain approach. There are significant post-failure residual stresses in all cases (Fig. 9a-d).

In the context of a large multiscale analysis of a component or a structure, the presence of

post residual stresses could clearly affect the load redistribution and alter the structural failure

characteristics.

Figure 10 illustrates the stress-strain response comparison of the overlapping and non-

overlapping ROMs regularized by the compatible eigenstrain method as described in Section

5. The regularized reduced order models demonstrate insignificant post-failure strength for

both overlapping and non-overlapping models. The peak strength predicted by the reduced

order models slightly over predict that of the reference simulations, but the overall behavior

is in reasonable agreement with the reference simulations. Figure 10 also indicates that the

non-overlapping ROM with significantly higher model order has nominally better predictions

compared to the overlapping ROM. While the overlapping ROM sacrifices some accuracy, it

is able to predict the failure behavior reasonably well while solving a smaller set of nonlinear

equations. Figure 11 shows the macroscale stress-strain curves for the random cell as computed

by the ROMs and the reference simulations. Both ROMs show reasonable agreement with the

reference model for each loading scenario. In both ROM cases, the compatible eigenstrains

are employed to regularize the post-peak behavior. A significant post-peak stress is observed

in the random cell model when not regularized, similar to the cubic cell and the results of the

unregularized simulations are omitted for brevity.

7 Conclusions

This manuscript provided an improved eigendeformation based reduced order homogenization

approach in two key respects. First, the proposed formulation allows the overlapping of the

parts (i.e., subdomains) of the microstructure employed in the construction of the reduced order

model basis. In the context of the method of failure paths, this capability is essential as the

potential failure paths within a microstructure that may activate in various loading conditions

may overlap. Second, the presence of spurious residual stresses observed post-failure that occur

due to stress locking is alleviated in a compuationally efficient manner. A key characteristic

of the proposed approach is that the load carrying capacity of the cracked microstructure is

retained in the directions transverse to the microcrack. The verification studies performed

with particulate composite microstructures with ordered and random configurations point to

significant improvements in accuracy, while maintaining a low model order.
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