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Abstract: Thermo-mechanical experiments at different elevated temperatures are carried out for 

tensile and shear-dominant specimens extracted from warming forming materials of 7075 aluminum 

alloy and 22MnB5 boron steel, respectively. A specimen-embedded furnace jointed by temp-control 

system to perform the high temperature shear experiments. Driven by microscale anisotropic plastic 

flow, damage is embedded in each slip system and damage evolution is controlled by the preferential 

dislocation slip. Combined with microscale damage and dislocation density based constitutive 

model, an advanced crystal plasticity method is proposed to perform predictions of mechanical 

behavior of face-center-cubic materials at various temperatures. Reasonable agreement is obtained 

between experimental and numerical results for different specimens, temperature conditions and 

materials. This approach simultaneously captures the strain hardening rate, damage softening, non-

linear post-necking and fracture strain. Microstructural effects on ductile fracture are tracked and 

investigated including dislocation density and crystallographic orientation. The results show that 

local dislocation density rise is associated with damage initiation. Different fracture morphologies 

and necking paths are caused by distinct initial misorientation distributions in comparison with 

experimental observation of 7075 aluminum alloy. Local misorientations are investigated and 

critical misorientation ranges are computed for promoting void growth in zigzag and straight 

fracture morphologies. Schmid factor is computed as not necessary variable to trigger void growth. 
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1. Introduction 

Warm forming and hot stamping technologies are widely used for production of lightweight, low 

spring back and high strength structural components [1,2]. Warm forming for aluminum alloy (AA) 

is usually conducted in temperature range of 473K to 623K [2] and hot stamping for boron steel 

(BS) is performed at 873K to 1173K [3]. At these temperature ranges, these two alloys remain 

mostly face-centered cubic (FCC). During thermo-mechanical loading of these two alloys, an 

experimental-numerical approach is proved to be effective and efficient in studying the performance 

of damage [4,5], strain rate and temperature effects [6–12]. To the best of our knowledge, the 

previous investigations were performed based on phenomenological models, and the fundamental 

relationships between microstructure and thermo-mechanical responses have not been established. 

In metallurgical deformation of polycrystalline materials, the anisotropic plastic behavior is a 
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primary mechanism. Because of the crystallographic anisotropy, macroscopic phenomenon such as 

damage evolution, strain hardening and material yield strength is orientation-dependent [13–15]. In 

recent years, crystal plasticity finite element (CPFE) method has progressed as an effective scheme 

for modeling polycrystalline anisotropy and localized plastic flow. It has been validated by 

microscopic detection technologies including scanning electron microscope (SEM) [14,16,17], X-

ray diffraction (XRD) [18], transmission electron microscopy (TEM) [19] and electron backscatter 

diffraction (EBSD) [20–25]. In combination with discrete Green’s function fast Fourier transform 

(FFT) and spectral interpolation, CPFE model can efficiently and accurately obtain the grain-

orientation-dependent mechanism at the phase or grain interface [26,27]. 

The interaction between void growth and dislocation mechanism is first addressed by Steven et 

al. concluding that dislocation nucleation may be triggered on slip planes intersecting the void at 

points of high shear-stress concentration [28]. In general of ductile material, the damage initiation 

and void nucleation are associated with stress enhancement mechanism, involving plastic flow and 

dislocation accumulation [29]. To implement the dislocation density in modeling large plastic 

deformation leading to ductile fracture, multiple constitutive models are proposed coupled with 

crystal plasticity. An advanced dislocation density based strain hardening law was implemented in 

the multiscale framework such as visco-plastic self-consistent (VPSC) and elasto-plastic self-

consistent (EPSC) models to predict the anisotropic mechanical response and texture evolution of 

polycrystalline materials [30–34]. To consider the rate dependency and thermal effect, Knezevic et 

al. [35] proposed a dislocation density based model considering dislocation activity as a function of 

temperature and strain rate. Recently, a nonlocal CPFE model combined with dislocation based 

model was presented and the density distribution of geometrically necessary dislocation (GND) was 

explicitly captured [36] compared with experimental observation in the indentation test of single-

crystalline nickel. 

To model the damage initiation and ductile fracture of polycrystalline materials, a 

micromechanics-based model, called the Gurson–Tvergaard–Needleman (GTN) model, was 

developed and combined with complex constitutive models, such as visco-plasticity [37], crystal 

plasticity [38] and strain-gradient plasticity [39]. However, there is a need to identify multiple void-

associated parameters combined with accurate microscale experimental data. Another approach is 

the continuum damage mechanics (CDM). Continuum damage model has been widely used for 

predicting damage initiation, coalescence and localization phenomena [40–43]. For instance, 

geometric, energetic and general CDM damage models were applied in structural steels to describe 

the void growth, void shape change and damage energy dissipation in different stages of damage 

growth [44–46]. Recently, to account for microstructural features and anisotropic properties 

[13,17,19], the CDM model was applied in the CPFE framework. Damage evolution coupled with 

CPFE could provide insight into void development at the grain scale. In Ref. [14] the capability of 

four simple CDM models were investigated combined with crystal plasticity. 

Ductile fracture depends strongly on the extreme values of microstructural characteristics. To 

investigate microstructural effects on ductile fracture, computational models have been developed 

such as sensitive analysis [47], image-based finite element analysis [48] and micromechanical 

modeling [49,50]. Modeling and investigations are mainly focused on the heterogeneous effect of 

inclusion or void morphologies [47,48,50] and disperse distributions [39]. However, these 

micromechanical-based analysis does not account for the mechanical anisotropy, specifically the 

heterogeneity in polycrystalline microstructures. Recently, the damage evolution is assisted by 



classical crystal plasticity model to study the effect of non-basal slip in ductile fracture at different 

loading directions [51]. But the positive role of microstructural effects on high-temperature ductile 

fracture still lack investigation. 

The primary goal of this study is to deepen the understanding of the characteristics for underlying 

microstructural variables including the (1) crystallographic orientation and the (2) dislocation 

density and their effects on the damage initiation and ductile fracture at elevated temperatures. A 

micro-damage model is proposed as a function of the accumulated local shear strain in the slip 

system. Incorporated with the damage model, a dislocation density based crystal plasticity can 

capture the observed plastic deformation localization, local stress concentration, dislocation pile-

ups and void growth within the microstructure. The remainder of this paper is organized as follows. 

The material properties and experimental setups are introduced in Section 2. Coupled with 

directional micro-damage model, the temperature-dependent crystal plasticity framework is 

provided in Section 3. The numerical implementation is illustrated in Section 4. Calibration and 

verification of this continuum micro-damage mechanics coupled crystal plasticity finite element 

model (CPFE-CDM) are provided for the two alloys in Section 5. The dislocation density 

distributions and orientation characteristics are investigated with fracture morphologies and damage 

distributions for microstructural analyses in Section 6 and conclusions are provided in Section 7. 

2. Experimental Setups 

In the experimental aspect, EBSD was conducted to study the phase distribution, orientation-based 

microstructure, misorientation data and grain size of 7075 AA and 22MnB5 at room temperature. 

To investigate the ductile fracture under elevated temperature of these two alloys, thermo-

mechanical tests were performed and approximate uniform temperature fields were applied in the 

large deformation region of the specimen. In addition, SEM was conducted to understand the 

morphology and features of the fracture surface. 

  From the in-situ EBSD measurements, the initial texture of 7075 AA with FCC lattice are 

obtained as shown in Fig. 1(a), which are similar to previous observations [52]. The initial 

microstructure in 7075 AA mainly contains equiaxed grains and some elongated grains in the rolling 

direction. Zn, Cu and Mg are the main alloying elements to form the small precipitates. Since the 

micron-scale void growth is studied in context, the precipitates within scales of ten nanometers are 

negligible. The mean grain size of 7075 AA is 103.4μm and its grain size barely changes in the 

thermal condition, even heating to 773K. The initial microstructure of as-received 22MnB5 consists 

of mainly ferrite and pearlite. Pre-heating of the specimen at 900℃ for 5 minutes before tests 

ensures that the grain microstructures are fully transformed into austenite FCC crystal structure with 

random orientation distribution, as shown in Fig. 1(b). These austenite grains are mostly equiaxed 

and their mean grain size is approximately 90μm. 

In the thermo-mechanical test, uniform temperature field is applied in the large deformation 

region of the specimen. For thermal tensile and shear tests, two kinds of thermal heating equipment 

are employed as shown in Fig. 2 and 3. and three duplicates are conducted for each test to ensure 

the validity of the experiments. The traditional vertical tensile testing is not suitable for the thermal 

experiments due to gravity effect. Thus, horizontal thermal heating equipment is adopted. In thermal 

tensile test of 7075 AA shown in Fig. 2, a thermocouple is attached close to the middle section of 

the specimen, and the temperature is maintained for 3 minutes by the temperature controlled system. 

An extensometer is installed on the specimen to measure the thermal strain. The mechanical curves 



of 7075 AA are shown in Fig. 4(a). In order to be completely austenized by the heating process, the 

22MnB5 BS shear specimen is placed in the heating furnace in Fig. 3. The white inside the furnace 

is asbestos for preventing heat transfer and preserving heat. Since the specimen is contained in the 

furnace, extensometer is hard to attach onto the shear specimen. Thus, in the shear tests of 22MnB5 

BS, the stress-versus-strain curves are replaced by force-versus-displacement ones in Fig. 4(b). 

 

 (a)          (b) 

Fig. 1 Initial orientation distributions in pole figures: (a) 7075AA; (b) 22MnB5 steel 

 

Fig. 2 The thermal tensile experiment with the thermocouple attached to the specimen and the 

temperature-control system (tensile test for 7075 AA and 22MnB5 BS) 

 

Fig. 3 The thermal shear equipment with the heating furnace. Heat preserving asbestos (white) and 

horizontal mechanical stretcher are incorporated (shear test for 22MnB5 BS) 



 

 

(a)                                     (b) 

Fig. 4 The mechanical curves in thermo-mechanical tests. (a) engineering stress-strain curves of 

7075 AA; (b) force-vesus-displacement curves of 22MnB5. 

 

In the realistic hot stamping process, phase transformation may happen due to excessive cooling 

rate during stamping. As a schematic temperature variation shown in Fig. 5 (a), the temperature of 

22MnB5 sheet is maintained at approximately 900℃ for 5 minutes in furnace for austenite 

preparation. Then the sheet is directly transferred into stamping step. After stamping, the 

temperature of the sheet is lowered down to room temperature and phase transformation from 

austenite to martensite occurs during this step to obtain high strength and hardness of the material. 

It should be noted that temperature drops during stamping because the sheet exchanges heat with 

air, which may induce phase transformation at this step and cause potential damage due to high 

hardness of martensite. As an example, at an excessive cooling rate of 43.9℃/s in Fig. 5(b), the 

tangent of temperature curves experiences a small fluctuation at 17.5s, where the phase transition 

point is about 570℃ and the damage occurs.  

To resolve this problem, suitable temperature cooling rate is maintained by heating the die and 

punch to stabilize the austenite phase. At a suitable temperature cooling rate of 33.6℃/s, thermal 

tensile tests of 22MnB5 BS are conducted to recreate the non-transformation situation in the 

stamping process. The specimens are maintained at 800℃ and 700℃ for 5 minutes and then the 

stretcher begins to operate while the temperature drops at the same time. The mechanical curves are 

shown in Fig. 5 (c) and the approximate linear hardening in the plastic region is induced by the 

increase of elastic moduli and strength when temperature drops. 

 



(a)                                    (b) 

 

   (c) 

Fig. 5 The temperature variation process of 22MnB5 in hot stamping. (a) Schematic temperature 

evolution in hot stamping; (b) The nonlinear stress descending due to phase transformation during 

temperature variation (initial temperature of 900℃ ); (c) Mechanical curves of two initial 

temperature conditions in tensile test with cooling rate of 33.6℃/s. 

 

To understand the microstructural evolution in the material under thermal tensile or shear tests, 

the SEM is used to analyze the fracture surface in each specimen. Partial fracture surface of the 

7075 AA tensile specimens using SEM is shown in Fig. 6 (a). The rough fractured surface is 

constructed by small dispersoids (dimples) with serrated shape, which results in void growth and 

coalescence. These dimples with the serrated features show that the dimples are enlarged by the 

localized dislocation flow. Dislocation piles up at the grain boundary to form a micron-scale void, 

and the void forms at the intersection of the grain boundary. This implies that inter-granular damage 

occurs near grain boundaries in 7075 AA with intense dislocation mobility. In the zoomed-in Fig. 6 

(b), the void nucleates and the cavity is embeded within the serrated features near the grain boundary. 

 
(a)           (b) 

Fig. 6 The fracture surfaces of the 7075 AA tensile specimen at 473K in SEM. (b) is the amplied 

version of the black square region in (a). Yellow dash line is the grain boundary. 

 

  The fracture surfaces of 22MnB5 BS after thermal shear test are examined by SEM and shown 

in Fig. 7. Multiple large dimples are formed and surrounded by small dimples, which indicates 

severe ductile fracture inside the material. Aided by localized plastic flow, the clustered small 



dimples grow and coalescence into big ones. Subsequently, damage initiation occurs inside these 

dimples. In the zoomed-in image of one large dimple, clear micro-damage paths are generated inside. 

The dimple with approximate length of 40 μm and depth of 5μm reveals severe local plastic 

deformation near fracture region. 

 

(a)                   (b) 

Fig. 7 The fracture surfaces of the 22MnB5 BS shear specimen at 1183K in SEM. (b) is the amplied 

version of the black square region in (a). 

3. Thermo-mechanical crystal plasticity model coupled with directional damage 

In this section, the advanced crystal plasticity model is developed accounting for the two-way 

coupling between temperature field and mechanical field. The dislocation density based hardening 

rule is applied to consider the dislocation barrier inside single crystal. A micro-damage model is 

proposed to model the directional void growth induced by preferential dislocation slip. The thermal 

and strain rate effects are coupled in the damage process. Heat generation induced by plastic 

dissipation is incorporated in the thermo-mechanical model. 

3.1 Kinematics 

Considering the presence of high temperatures and associated thermal strains, the total deformation 

gradient 𝐅 is decomposed into three terms, elastic, plastic and thermally-induced deformation 

gradients [53], 

𝐅 = 𝐅e𝐅p𝐅θ         (1) 

where, 𝐅e  represents the reversible lattice distortion and rigid rotation. 𝐅p  accounts for the 

irreversible incompressible plastic deformation gradient related to pure slip, det(𝐅p) = 1. 𝐅θ is 

the isothermal deformation gradient related to the thermal expansion at each material point. 

The material derivative of plastic deformation gradient leads to its evolution equation, 

𝐅̇p = 𝐋p𝐅p         (2) 

where, 𝐋p  is the plastic velocity gradient, which is formulated according to the physical 

representation of the dislocation sliding by 

𝐋p = ∑ γ̇αα 𝐏̅α, 𝐏̅α = 𝐬α⨂𝐦α.        (3) 

The Schmid tensor 𝐏̅α is constructed using the slip direction 𝐬α and the slip plane normal 𝐦α 

of the αth slip system. In this kinematic formulation, the plastic shear strain rate γ̇α represents the 

geometrical deformation of each crystalline slip system, which is correlated with the evolution of 

dislocation density mobility in the following section. 



The velocity gradient 𝐋, associated with total deformation gradient, could be decomposed to 

describe the crystallographic reorientation and stretch rate, 

𝐋 = 𝐅̇ ∙ 𝐅−1 = 𝐃+𝛀.        (4) 

Here, 𝐃 is the symmetric stretch rate tensor and 𝛀 is the antisymmetric spin tensor. The latter 

term contains the elastic lattice spin 𝛀e and the plastic spin 𝛀𝐩, and 𝛀𝐩 is a skew-symmetric 

component of plastic velocity gradient 𝐋p. 

𝛀 = 𝛀e +𝛀𝐩, 𝛀𝐩 =
1

2
(𝐋p − 𝐋pT) = ∑ 𝛀αγ̇αn

α=1 , 𝛀α =
1

2
(𝐬0
α⨂𝐦0

α −𝐦0
α⨂𝐬0

α) (5) 

Here 𝛀α is the plastic spin tensor defined on the αth slip system. In this rate-dependent crystalline 

constitutive framework, the Jaumann rate 𝛔̇̂  of Cauchy stress 𝛔  is used to describe frame 

objective stress evolution, 

𝛔̇̂ = 𝛗:𝐃 − 𝛔(𝐈:𝐃)         (6) 

where 𝛗 is a fourth-rank elastic moduli tensor and 𝐈 is the identity matrix of rank two. Then, the 

equation is further derived as  

𝛔̇̂ = 𝛗:𝐃 − 𝛔̇0 − tr(𝐃)𝛔.         (7) 

Here, 𝛔̇0 is a reference stress rate associated with shear strain rate on each slip system of the crystal 

and tr(𝐃) denotes the trace of matrix 𝐃. 

3.2 Kinetics and dislocation density based hardening rule 

Since temperature-dependent plasticity is considered in the microscale crystallographic mechanical 

behavior, a physics-based exponential evolution equation is employed to describe the local shear 

slip rate γ̇α on the αth slip system using thermal activation mechanism [53], 

γ̇α =
ρmνidb

2

2
exp(

−ΔF

kθ
) exp(

(τα−sα)ΔV

kθ
)                    (8) 

Here, ΔF is the Helmholtz free energy, or the effective activation energy barrier for dislocation 

glide. ρm is the mobile dislocation density determined by the volume fraction of precipitates in the 

material, νid the dislocation vibration frequency, b the magnitude of the Burgers vector, k the 

Boltzmann constant and θ the absolute temperature. The pinning distance l, also called the jump 

width, is of the same order of magnitude as the thermal activation length d, leading to the right term 

of this equation. ΔV is the activation volume, proportional to lb2 and the jump width l is given 

by 1/(ρGND + ρSSD)
2  [54,55]. Since the sum of the GND and statistically stored dislocation 

density (SSD) are dependent on the dislocation length, a length scale dependent slip rule could be 

employed to study the effects of grain size dependence. It should be noted that the slip rate γ̇α is 

activated when the resolved shear stress (RSS) τα  is higher than its critical value, the critical 

resolved shear stress (CRSS) sα, otherwise γ̇α = 0. 

The microscale hardening on the αth slip system is affected by the current temperature, the shear 

strain rate γ̇α and dislocation density evolution (Knezevic et al., 2013a), which forms a dislocation 

density based hardening model for the FCC crystal. In what follows, the superscript α used to 

indicate the specific slip system is omitted for simplicity. For each slip system, the CRSS s(γ̇, θ) 

related with shear strain rate and temperature is decomposed into four terms according to different 

contributing mechanisms: including friction stress s0,f(θ), Hall-Petch-associated term s0,HP(θ), 

the forest dislocation term sfor(γ̇, θ) and the debris dislocation term sdeb(γ̇, θ) [56]. 

s(γ̇, θ) = s0,f(θ) + s0,HP(θ) + sfor(γ̇, θ) + sdeb(γ̇, θ)    (9) 

Friction stress s0,f(θ) depends on the Peierls-Nabarro stress, softened by increasing temperature. 



s0,f(θ) = μ(θ)exp(−
2πw

b
)       (10) 

where, w  is the dislocation width, defined as a/(1 − ν) . The inter-planar spacing a  is the 

characteristic lattice constant and ν is the Poisson's ratio. μ(θ) is the shear modulus related with 

current temperature state. The grain size resistance term s0,HP(θ) is correlated with initial average 

grain size dg via Hall-Petch-like relationship and decreases with increasing temperature through 

μ(θ) [56], 

s0,HP(θ) = μ(θ)HP√
b

dg
        (11) 

where HP is the Hall-Petch parameter. This form of temperature dependence has been previously 

shown in experimental tests for FCC polycrystalline metals [57].  

Temperature softening of shear modulus μ(θ)  is introduced with increasing temperature, 

modeled as [58], 

μ(θ) = μ0 −
H

exp(θ0 θ⁄ )−1
        (12) 

in which, μ0 is an initial shear modulus at temperature θ0. H and θ0 are material constants. The 

feasibility and applicability of this function to elastic stiffness constants are demonstrated in 

conjunction with the mechanical threshold stress model [59,60]. 

Slip resistance terms sfor and sdeb are related to dislocation density increase due to boundary 

trapping [32]. The dislocation mobility inside crystal results in two types of boundaries: 

geometrically necessary boundary (GNB) and statistically stored boundary (SSB); the dislocation 

density increases near these boundaries. GNB occurs as plastic strain accumulates by unevenly 

distributed slip and subsequently the cell blocks form. Whereas SSB forms inside cell blocks 

because of the interactions between various slip systems. The latent hardening effect is implicitly 

coupled in these substructures through thermally activated processes including dislocation climb 

and cross slip, which leads to a lower energy barrier between the cells, also called a cell wall. The 

two kinds of sub-boundaries and the dislocation induced cell structures inside the single FCC grain 

are schematically illustrated in Fig. 8. 

  

Fig. 8 The schematic microscopic grain substructures: cell block formed inside grain and connected 

by GNB; cells generated in the cell block and separated by SSB. 



The densities of the spatially randomly distributed forest dislocations, also called SSD [61,62] 

are denoted as ρfor and the debris dislocations, known as GND are denoted as ρdeb. GNDs usually 

address the size dependence and the accumulation of GNDs have an important influence on the 

deformation gradient in CPFE simulations [54,63,64]. Here, GND and SSD are combined to 

describe the dislocation density accumulation associated with different kinds of dislocation 

boundaries in Fig. 8. Here, the corresponding strength components associated with dislocation 

densities are expressed as, 

sfor = μ(θ)bχ√ρfor        (13) 

sdeb = kdebμ(θ)b√ρdeblog (
1

b√ρdeb
)      (14) 

in which, χ is a dislocation interaction constant chosen as 0.9 to not introduce extra slip mode for 

s(γ̇, θ) [65]; kdeb is a mathematical material-independent constant, set as 0.086, to ensure that the 

strain rate function covers the Taylor law at low dislocation density [35,56,66]. The forest 

dislocation density evolution is controlled by the storage rate 
∂ρgen

∂γ
 and the recovery rate 

∂ρrec,for

∂γ
. 

∂ρfor

∂γ
=

∂ρgen

∂γ
−
∂ρrec,for

∂γ
= k1√ρfor − k2(γ̇, θ)ρfor     (15) 

where, k1 is an adjustable coefficient for the generating of statistically stored dislocation (SSD) 

due to forest dislocation trapping of mobile dislocation. k2 is the rate-sensitive coefficient for 

dynamic recovery in thermal activation mechanism, which is given by, 

k2(γ̇, θ) = k1
bχ

g
[1 −

kθ

D̂b3
ln (

γ̇

γ̇0
)]       (16) 

where, γ̇0, g, D̂ are, respectively, the reference strain rate, the stress-independent activation energy 

and the drag stress. χ is the same dislocation interaction constant in Eq. (13). Here γ̇0 is set as 

107 for each slip modes and applicable for different strain rate ranges [65]. The stress-independent 

activation energy g and the drag stress D̂ are obtained from the optimization process of the fitting 

tests in Section 4.3. 

Debris dislocation evolution is defined as [65], 

∆ρdeb = q(θ)b√ρdeb
∂ρrec,for

∂γ
∆γ                (17) 

where q(θ) is rate coefficient defining the fraction of dislocations that do not annihilate but stored 

as debris, which is exponentially changing with the temperature (Knezevic et al., 2013a). 

q(θ) = Eexp(−
θ−θref

F
)          (18) 

here, E and F are constants associated with {111}〈110〉 slip system. 

The general and advanced strain hardening stages in single crystal deformation behaviors of FCC 

crystals are presented in Fig. 9(a) and 9(b), respectively. In this study, the dislocation density based 

hardening model coupled with thermally activated recovery and sub-grain strengthening is used to 

consider not only strain hardening, but also slip climb and cross-slip. This extends the strain 

hardening up to stage IV in Fig. 9(b). The stage IV hardening is correlated with various 

microstructural features, such as grain refinement, texture evolution, orientation mismatch, and 

spacing between GNDs [65,67]. It should be noted that the stage IV activation process could be 

enhanced by increase in temperature and decrease in strain rate, and becomes the predominant factor 

in large strain deformation. Thus, the temperature-dependent dislocation activated model is 



employed to model the thermo-mechanical behavior in stage IV hardening. 

   
(a)                  (b) 

Fig. 9 The schematic hardening process in crystalline slip systems (a) shear stress versus shear strain 

in hardening process for FCC slip systems; (b) instantaneous ratio (shear stress divided by shear 

strain) versus shear stress in two temperature conditions. 

3.3 Temperature-consistent microscale damage 

Microscopically, Hagihara et al. [16] confirmed that dislocation slip has a major influence on void 

development and two voids that are close together would not coalescence preferentially if 

dislocation slip is not favorably activated through them. To consider these microstructural features, 

a CDM model is proposed and defined at the scale of material microstructure. The micron-scale 

damage was embedded in each dislocation slip and the physics-based microstructural variable of 

accumulated slip of the corresponding slip system, was determined to govern the direction and 

evolution of damage variable in the single crystal. The damage evolution at elevated temperature is 

characterized by the Zener-Hollomon factor. 

In this study, void growth along the dislocation slip direction is the main concern and the void 

state is defined by the damage variable D. In crystal plasticity, the flow stress in one slip system is 

influenced by the current damage via the resolved shear stress (RSS) measure [68] 

τD
α =

τα

1−Dα
=

T:P̅α

1−Dα
,        (19) 

where Dα is the damage variable on the αth slip system and T is the 2nd Piola-Kirchhoff (P-K) 

stress. τD
α  is the effective RSS acting on the damaged material at the αth slip system. The void 

state is strongly coupled with stress field at each increment. When Dα = 0, the micron void does 

not exist in the slip system. As soon as Dα > 0, damage initiation happens and voids begin to 

nucleate and grow along the preferential direction of the αth dislocation slip. The fracture happens 

when the spatial damage distribution spreads across the transverse direction of the sample. Since 

the damage state is defined on each slip system, the maximum damage induced by preferential 

dislocation slip dominates the void state inside one single crystal. Thus, the damage in one material 

point is computed as max(Dα). The damage in this model is considered as micro-damage, since its 

evolution is controlled by dislocation slip within the grain length scale of micron for both 7075 AA 

and 22MnB5 BS. 

The void growth and coalescence are strongly influenced by plastic anisotropy in FCC crystals, 

which causes the damage anisotropy. In previous CDM models, damage anisotropy is considered 

by two-rank or four-rank tensors [42,69]. In this study, preferential dislocation slip is considered as 



the main effect on the direction of void growth and coalescence. The preferential directions of void 

expansion in each single crystal are associated with preferential slips inside crystals. For example, 

when void densities of two adjacent grains increases at their grain boundary due to intense 

dislocation pile-ups, the voids begin to coalescence and generate high stress concentration near the 

grain boundary. The influence of crystallographic anisotropy on void evolution patterns is discussed 

in Section 5.2. 

The temperature and strain rate effects are considered in the evolution function of damage. The 

strength softening caused by void growth is coupled with the current temperature state θ and strain 

rate ε̇ by introducing the Zener-Hollomon factor Z [70]. 

Z = ε̇exp (
ΔF

kθ
)         (20) 

The thermally activated damage in αth slip system is then expressed as, 

Dα =

{
 

 
0 γα ≤ γini

α (Z)

Dmax (
γα−γini

α

γmax
α −γini

α )
M

γini
α (Z) < γα < γmax

α (Z)

Dmax γα ≥ γmax
α (Z)

,          (21) 

where γini
α  and γmax

α  are accumulated slip when the void nucleates and reaches its maximum 

density value Dmax, respectively. Since FCC crystal has only one kind of slip system {111}[110], 

the maximum density value is assumed the same in different slip directions. The threshold values 

of maximum shear strain, γini
α  and γmax

α , are functions of Z. In this model, the void growth differs 

on each slip system due to distinct dislocation flow and the void enlargement at one material point 

depends on the damage of all slip systems. In this way, the crystallographic orientation has its 

important influence on the plasticity-aided ductile fracture at elevated temperature. 

3.4 Temperature increase in plastic dissipation 

In previous sections, the effect of temperature and strain rate is already considered in the elasto-

plastic behavior and material softening. The current temperature state has the influence on damage 

evolution through Eq. (20) and on crystallographic shear strain through Eq. (8). In this section, the 

reserve effect of heat generation by plastic dissipation is incorporated in the large plastic 

deformation mechanism to ensure the two-way coupling. Here, the partial energy is stored in the 

plastic deformation since the lattice distortion preserves the energy in pure slip deformation. The 

total dissipation rate ψ per unit volume in the reference configuration compared with the current 

stage is given by 

ψ = −ρ0ϵ̇ + 𝐏: 𝐅̇ + ρ0θη̇ − 𝚽∇θ,       (22) 

where ρ0 is the referential mass density, ϵ̇ the internal energy density rate, 𝐏 the 1st P-K stress, 

η̇ the entropy rate, 𝚽 the entropy flux and ∇θ the gradient of temperature. Combined with Eq. 

(1), Eq. (22) is expressed as, 

𝐏: 𝐅̇ = 𝐏𝐅θ
T
𝐅pT: 𝐅̇e + ∑ ταγ̇αα + 𝐅pT𝐅eT𝐏: 𝐅̇θ.     (23) 

The relationship between resolved shear stress (RSS) τα and the 1st P-K stress 𝐏 is, 

τα = 𝐅eT𝐏𝐅θ
T
𝐅pT: 𝐏̅α.        (24) 

Dissipation ψp and ψother, due to plastic deformation and other inelastic deformation, are defined 

as, 



ψp = ∑ ταγ̇αα , ψother = −ρ0ϵ̇ + ρ0θη̇ −𝚽∇θ + 𝐏𝐅
θT𝐅pT: 𝐅̇e + 𝐅pT𝐅eT𝐏: 𝐅̇θ,  (25) 

respectively.  

As for metal deformation process, the heat produced by elastic deformation is negligible and the 

predominant temperature rise is induced by plastic deformation. Here the plastic deformation power 

is used to calculate the temperature rise while ignoring the remainder of other inelastic deformation 

power [71]. 

ρ0cθ̇ = kψp + Div(h∇ ∙ θ) − 𝚽∇θ      (26) 

where, c is the specific heat and h is the ratio between inelastic deformation power and the plastic 

deformation power, which is in the range of 0.85 to 1.0 [72]. Here, h is chosen as 0.9. ∇ ∙ θ is the 

divergence of the temperature field. The entropy flux 𝚽 is associated with the heat variation, which 

is defined as, 

𝚽 = ∫
∆Q

θ
, ∆Q = cM∆t        (27) 

where, dQ is the heat variation, M the mass and ∆t the time variation. The dissipation due to 

thermal plastic deformation is calculated by Eq. (23) to (25) and the temperature state are updated 

through Eq. (26) and (27) at the end of each time increment. 

4. Computational implementation 

Implicit finite element method and an advanced explicit time integration algorithm are introduced 

in this section. Time step size control is applied in the algorithm. 

4.1 Finite Element Method 

The finite element method is applied to calculate a full-field mechanical response. Accounting for 

both strain compatibility and stress equilibrium through the discretized virtual work principle, we 

obtain, 

(∫ 𝐁T𝐉𝐁 dV
V

)∆𝐔 = 𝐑 − ∫ 𝐁T𝛔 dV
V

      (28) 

𝐉 =
∂δ𝛔

∂δ𝛆
         (29) 

where, 𝐁 is strain-displacement relation matrix from compatibility equations, 𝐉 is the material-

associated Jacobian matrix in terms of the tangent moduli in stress-versus-strain curves and 𝐑 is 

the applied external force vector. The Jacobian matrix could be derived directly by analytically 

solving d𝛔 =
∂δ𝛔

∂δ𝛜
d𝛜 coupled with a forward time integration method, provided by [73,74] and the 

integration procedure is introduced in the following section. 

In the CPFE framework, the constitutive model is leveled from micro to macro scale. At the 

macro-scale, the polycrystalline response is predicted by the homogenization model, finite element 

method. At the micro-scale, the thermal activation mechanism is introduced in the shear strain 

activation function and the micro-damage evolution is considered within the preferential dislocation 

slip. Besides, the strengthening of grain substructure is modeled by dislocation density based 

hardening. The extended CPFE-CDM model has been implemented within the commercial finite 

element platform called ABAQUS, where hot forming and other engineering applications are 

usually simulated for nonlinear analysis of static and dynamic conditions. The constitutive formula 

of crystal plasticity and micro-damage evolution are incorporated into the platform using a user 



defined subroutine named UMAT. Combined with the instantaneous updated temperature state, the 

microscale responses are calculated within UMAT at each time increment to analyze thermo-

mechanical behavior of AA and BS. 

4.2 Time integration method with temperature and damage components 

In order to calculate the Jacobian Matrix, a forward Euler time integration method is applied to 

calculate the increment of shear strain on αth slip system coupled with a linear interpolation, 

∆γ(α) = ∆t[(1 − χ̂)γ̇(α)(t) + χ̂γ̇(α)(t + ∆t)]      (30) 

Here, the interpolation control parameter χ̂ is defined as 0.35 to constrain the increasing portion of 

the shear strain in a reasonable range, which consequently achieves better convergence rate in the 

integration. The dislocation-density-based hardening law leads to the indirect relationship between 

CRSS and shear strain rate. Consider the thermal condition and micro-damage mechanics, the shear 

strain increment on each slip system is decomposed by the following formula including the effect 

from temperature and micro-damage variables, 

∆γ(α) = ∆t (γ̇(α)(t) + χ̂
∂γ̇(α)

∂τα
∆τα + χ̂

∂γ̇(α)

∂θ
∆θ + χ̂

∂γ̇(α)

∂Dα
∆Dα)   (31) 

Here, the local strain concentration, or localized plastic flow could be induced by both severe void 

growth and preferential dislocation slips in the polycrystalline material. The total strain increment 

of the n-th time step is then calculated as, 

(∆γ)n = ∑ |(∆γ(α))
n
|α         (32) 

For an increment, the variations of forest and debris dislocation density are calculated by their 

initial values at the beginning of this increment. To simply describe the incremental form of 

dislocation density based hardening, the number of slip system α is omitted in the following 

equations. 

(∆ρfor)n = (
∂ρfor

∂γ
)
n
(∆γ)n = k1√(ρfor)n − k2(γ̇, θ)(ρfor)n   (33) 

(∆ρdeb)n = qbk2(γ̇, θ)√(ρdeb)n(ρfor)n(∆γ)n     (34) 

(ρfor)n+1 = (∆ρfor)n + (ρfor)n       (35) 

(ρdeb)n+1 = (∆ρdeb)n + (ρdeb)n       (36) 

Then at the end of this increment, CRSS is updated for the next time step using following equation, 

s(γ̇, θ)n+1 = μ(θ) exp(−
2πw

b
) + μ(θ)HP√

b

dg
+ μ(θ)bχ√(ρfor)n+1 

+kdebμ(θ)b√(ρdeb)n+1ln (
1

b√(ρdeb)n+1
)     (37) 

The modified forward Euler integration method coupled with the one-step update of dislocation 

density is able to separate the evolution of shear strain rate and CRSS, and the analytical solution 

of Jacobian can be obtained. This integration method requires a reasonable time step to satisfy the 

current stability criterion. In this study the time step is revised in each increment to obtain a better 

convergence rate. Because of high nonlinearity in exponential strain rate function, the relatively 

small change of CRSS in one time step could lead to high variation of shear strain rate increment. 

Thus, the expected strain rate increment is controlled in each step according to ratio parameter 𝑅 =

∆𝛾𝑚𝑎𝑥
𝛼 /∆𝛾𝑠 between the maximum shear strain increment ∆𝛾𝑚𝑎𝑥

𝛼  in one element and a reference 



value ∆𝛾𝑠 = 1.0 × 10
−4. If the ∆𝛾𝑚𝑎𝑥

𝛼  is higher than 1.25, then a lower increment ∆𝑡/𝑅 is used 

to recalculate the variable at the current time step. 

5. Verification and Calibration of CPFE-CDM model in RVE investigation 

Representative volume element (RVE) simulations are employed to determine the thermal- and 

damage-associated material parameters. The temperature of 7075 AA ranges from 300K to 773K. 

In order to obtain fully transformed austenite grains of FCC crystal, the temperature of 22MnB5 BS 

ranges from 873K to 1173K. The parameters related to the thermal activated mechanism are 

determined by the jump tests for both materials, introduced by Hu et al. 2016 and others are fitted 

by the RVE calculation compared to the thermo-mechanical curves. 

 

Fig. 10 The real time-dependent stress distribution patterns in two mesh types with strain steps of 

0.167, 0.334, 0.501, 0.668, 0.835 and 1.000 for 6061 AA at 473K. (a) Hexahedral element; (b) 

Tetrahedral element. The hexahedral mesh of the polycrystal is built based on the mapping scheme 

compared with tetrahedral mesh [75] to obtain similar sub-grain morphology. 

5.1 Mesh type evaluation in RVE simulation 

The sub-grain structure of the RVE polycrystalline aggregate is built by using Voronoi tessellation 



and realistic polycrystalline morphologies are obtained. The tetrahedral elements are usually used 

to mesh the grains of the polycrystalline and they are suitable for partitioning unsmooth grain 

boundaries. However, the tetrahedral elements are typically too stiff for describing the finite 

deformation of large strain and may degrade accuracy in calculating the evolution of grain 

morphology after severe plastic deformation [76]. As an example, hexahedral elements are 

employed to calculate the RVE responses and compared with the response of tetrahedral elements 

under uniaxial loading in Fig. 10. To create a similar sub-grain morphology in hexahedral mesh, 

mapping method is used to obtain the polycrystalline aggregates with serrated grain boundary in 

Fig. 10(a) [75]. It should be noted that the local orientation distribution are the same for these two 

mesh types and no damage evolution is considered in this simulation. The material property of 6061 

AA from Hu et al. 2016 is applied in the simulation. 

The stress contours of two meshes are shown in Fig. 10 for a number of strain steps. For 50 sub-

grains in the RVE, 4913 and 5659 elements are used in hexahedral (C3D8) and tetrahedral (C3D4) 

mesh, respectively. Full integration is used in all simulations. In relatively small strain steps, local 

stress responses are similar whereas significant differences occur after total strain step is larger than 

0.501. In addition, surface morphology changes severely within the hexahedral mesh in large strain 

step, whereas tetrahedral mesh results in almost rectangular deformed shape. Stress distributions 

show that hexahedral elements have the advantage of high precision to calculate local mechanical 

response, since eight integration points are employed in hexahedral element. 

  

     (a)                                     (b) 

Fig. 11 The stress distribution of two local surface grains for both tetrahedral and hexahedral mesh 

at the same spot with strain step of 0.668. 

 

Two local surface grains from the same spots of hexahedral and tetrahedral mesh are studied in 

Fig. 11 at the strain step of 0.668. Due to more degrees of freedom, the local morphology deformed 

more in the hexahedral element. The local stress concentrations near the grain boundary are 

observed in both mesh types and the grain interaction are captured among adjacent grains. The grain 

boundary is better captured using tetrahedral mesh whereas hexahedral mesh usually causes serrated 

boundary features. Thus, the tetrahedral element is generally chosen in grain boundary investigation 

and interfacial modelling in CPFE analyses [77,78]. However, in another sense, the hexahedral mesh 

is able to reveal surface roughening in microscale. For example, Rossiter et al., (2013) used the 

hexahedral element to analyze the surface roughness correlated with the strain accommodation 

capability of various grain orientations. Recently, the stabilized tetrahedral elements are developed 

to overcome the volumetric locking problem in tetrahedral element and to calculate reasonable 

displacement response [80,81], which can reasonably capture both grain interactions and localized 



plastic deformation. 

 

      (a)          (b) 

Fig. 12 The RVE simulation of mesh type comparison: (a) stress versus strain curves of eight 

integration points in one hexahedral element; (b) comparison of macroscopic mechanical response 

between the hexahedral and tetrahedral element in averaged stress versus strain curves. 

 

 

Fig. 13 The statistical Von Mises stress distribution using different RVE sizes for tetrahedral element. 

Each stress bin covers the range of 50 MPa and the volume fraction is stored in each bin. 

 

The variation of the local stress-strain behavior within a single element of the hexahedral mesh 

is illustrated in Fig. 12(a) for eight integration points. In view of the significant variations within 

the element, the local mechanical response fields are described more accurately using the hexahedral 

mesh. Fig. 12(b) shows the overall stress-versus-strain behavior of one local grain for these two 

meshes with acceptable minor variation of 5.36% (Mesh variation of overall stress-versus-strain 

curve for the whole RVE is 2.54% and the variation is defined as  
∫ |σhex−σtet| dε
ε

0

∫ |σhex| dε
ε

0

). Tetrahedral 

discretization has more computational efficiency compared to the hexahedral mesh. The total 

calculating time ratio between hexahedra and tetrahedral element is 1.672 for 50 grains aggregates 

under uniaxial loading. Thus, tetrahedral mesh is employed in the calibration process in Section 5.3 

to obtain overall stress-versus-strain curve that matches the experimental data. The hexahedral mesh 

is used in the simulation process to ensure accurate local plastic deformation field compared with 

realistic morphology in shear and tensile test in Section 6. Above all, since directional micro-

damage is incorporated in this study, the full integration hexahedral element could capture the void 



growth pattern and void localization spots more accurately in the polycrystalline material with large 

plastic deformation. 

The local stress responses are calculated for five microscale RVEs with 30-136 grains in Fig. 13 

and the tetrahedral element is used. The local stress level is divided into 22 bins with width of 50 

MPa and the volume fraction is collected for each stress bin. In Fig. 13, the local stress distribution 

deviates in RVEs with low grain number of 30 to 45 and it becomes stable after 58 grains RVE. This 

indicates that the convergence of local stress distribution is reached for the microstructure with 58 

or more grains. Compared to the result of 136 grains RVE, the relative error is defined for both 

mesh types as ∑ |𝑉𝐹𝑛𝑢𝑚(𝑖) − 𝑉𝐹136(𝑖)|
𝑁𝑏𝑖𝑛
𝑖=1 . The direct error comparisons are shown in Tab. 1. It 

explicitly shows that convergence of the local stress distribution is obtained when the number of 

grains reaches 58 inside the RVE. Therefore, the 58 grains RVE is set as the preferable RVE size 

for the calibration process in Section 5.3 to acquire both accuracy and efficiency. 

 

Table 1 Error of hexahedral and tetrahedral elements in local stress distribution 

Grain number in RVE 30 45 58 100 

Error for Hex (%) 8.46 4.32 1.84 1.93 

Error for Tet (%) 7.24 4.54 2.26 2.30 

 

5.2 Anisotropic damage evolution study 

In this section, the time-dependent evolutions of anisotropic damage are calculated for the 58 grains 

RVE when the displacement conditions changes in different directions. The local damage evolution 

direction varies according to the preferential dislocation flow of grains with different 

crystallographic orientations. The material property of 6061 AA [53] with damage evolution is used 

in the simulation. The RVE microstructure, material property and initial orientation distribution 

remain the same for (a), (b) and (c) in Fig. 14. 

For 6061 AA at 473K, the loading configurations applied to the RVE and the corresponding 

damage contours are shown in Fig. 14. 5209 elements of C3D8 are used in the simulation with no 

reduced integration. The results show that void growth and coalescence among grains are quite 

sensitive to load orientation although the same uniaxial displacement control is applied in these 

cases. In this model, void growth or damage evolution is mainly aided by local dislocation slip and 

the direction of void expansion is strongly influenced by the preferential dislocation slip direction. 

When the boundary condition changes from Fig. 14 (a) to (b) or (c), the Schmid tensor 𝐏̅α in Eq. 

(3) changes in each slip system, which leads to different preferential slip and accumulated shear 

strain. Thus, distinct void growth and coalescence path occurs in each individual grain. This 

microscopic phenomenon is reflected in the macroscopic test of 7075 AA in section 6.2 and the void 

pattern changes with orientation and misorientation distributions. 

5.3 Parameter calibration in the CPFE-CDM model 

This section focuses on the calibration of temperature and damage coupled material parameters 

of the extended dislocation density based crystal plasticity model for AA and BS using the 

experimental data generated in this study along with those available in the literature. Specifically, 

thermal tensile experiments of 300K, 673K and 773K have been employed to calibrate the crystal 

plasticity model parameters for 7075 AA, whereas thermal shear experiments of 873K and 1073K  



 

Fig. 14 Damage evolution of 6061 AA under three boundary conditions at 473K. Load steps from 1 

to 5 means total strain from 0.1 to 0.5 with increment of 0.1. The length of the RVE is l and the 

boundary conditions are given as:  

(a) Ux = 0 at x = l, Uy = 0 at y = 0, Uz = 0 at z = l, Uy = U at y = l;  

(b) Ux = 0 at x = 0, Uy = 0 at y = 0, Uz = 0 at z = 0, Uy = U at y = l;  

(c) Ux = 0 at x = l, Uy = 0 at y = l, Uz = 0 at z = 0, Uz = U at z = l. 

 

have been used to calibrate 22MnB5. The thermal activation related parameters, ΔFα, ΔVα in Eq. 

(8) are calibrated by a set of jump experiments for aluminum alloy and boron steel, which is 

rigorously described in our previous work [53]. The elastic modulus μ0 at initial temperature θ0, 

temperature-sensivity parameter H in Eq. (12) and Hall-Petch associated parameter HP in Eq. (11) 

are defined in the literature [22,52,82]. The dislocation density based physical parameters g, D̂ and 

k1 in Eq. (16); E and F in Eq. (18) and damage associated paramters are calibrated by fitting the 

simulation results of polycrystalline aggregates with the experimental curves using least-square fit 

optimization method. The parameters of void growth are obtained as γini
α =

0.0345Z0.0510;  γmax
α = 0.0376Z0.0493  and γini

α = 0.0156Z0.0353;  γmax
α = 0.0175Z0.0342  for 

7075 aluminum alloy and 22MnB5 steel, respectively. Dmax is calibrated as 0.78 for both materials 

to improve numerical convergence upon material softening during the necking region. All the 



crystal plasticity related parameters are shown in Tab. 2 and 3. 

58 grains RVE with 4913 elements are used in the calibration study. The mechanical curves are 

analyzed in three stages for the purpose of parameter calibration, elastic stage, strain hardening stage, 

and necking stage. Each stage is assumed to be separately controlled by several corresponding 

parameters, shown in Fig. 15. Parameters in each region are identified by the multi-objective 

optimization using Gaussian process [83,84]. The ISIGHT optimization software combined with 

ABAQUS platform is applied to perform the optimizations. The computational efficiency is 

increased by calibrating parameters independently in each region to fit the experimental data, 

whereas parameters in other regions are fixed. When the optimization in one stage is finished, the 

obtained parameters are transferred into optimization process in the other stage. Then, the 

intersections of the parameter ranges from each stage are used to fit the overall curves with a single 

set of deterministic parameters. When using the three-region optimization method shown in Fig. 15, 

a discontinuous tangent near the descending part is detected, which is not satisfactory for simulation 

of mechanical behavior. We combine the strain hardening (B) and necking regions (C) to improve 

the tangent convergence between hardening and necking behavior and continuous mechanical 

behavior is obtained, shown in Fig. 16 and 17. In spite of nearly triple calibration time, by using 

two-region method in optimization, the average error between CPFE and experiment decreases from 

5.89% to 3.61% in 7075 AA and from 8.92% to 6.65% in 22MnB5 BS (error in each curve is defined 

as 
∫ |σCPFE−σexperiment| dε
ε

0

∫ |σexperiment| dε
ε

0

 or 
∫ |FCPFE−Fexperiment| du
u

0

∫ |Fexperiment| du
u

0

). The errors are shown for both methods at 

different temperatures in Tab. 4. In this way, the calibration of the overall curves is improved and a 

better global minimizer is obtained. 

 

   (a)           (b) 

Fig. 15 Schematic two-region calibration method for 7075 AA (a) and 22MnB5 BS (b) to alleviate 

discontinuity between strain hardening and necking parts. The regions show different deformation 

processes in RVE calculation (A: elastic stage; B: strain hardening stage; C: necking stage). σt and 

εt are the engineering stress and strain for tensile experiment, respectively. 

 

Table 2 Calibrated parameters of the crystal plasticity model for 7075 AA 

μ0(GPa) H (GPa) θ0 (K) HP g D̂(MPa) 

30.512 4.553 295.15 102.51 7.682 × 10−4 75.61 

k1(m
−1) ε̇0(s

−1) ∆F(eV) ∆V(m3) E(MPa) F(K) 

81.24 107 1.326 63.5b3 685 194 

 



Table 3 Calibrated parameters of the crystal plasticity model for 22MnB5  

μ0(GPa) H (GPa) θ0 (K) HP g D̂(MPa) 

53.637 9.724 873.15 154.17 3.077 × 10−6 126.74 

k1(m
−1) ε̇0(s

−1) ∆F(eV) ∆V(m3) E(MPa) F(K) 

65.35 107 1.587 80.33b3 536 241 

 

Table 4 Error comparison between two-region and three-region methods in calibration 

Temperature(AA) 300K 473K 623K 673K 723K 773K 

3-region error (%) 6.98 4.61 6.37 5.88 6.94 4.58 

2-region error 3.02 3.65 4.25 5.28 1.75 3.69 

Temperature(BS) 873K 973K 1073K 1173K   

3-region error 10.41 8.56 7.46 9.28   

2-region error 6.53 5.25 7.16 7.67   

 

It is important to note that the above-mentioned process calibrates microscale material parameters 

defined at each material point of polycrystalline aggregate. Whereas experiments are performed at 

the macroscale and the overall behavior of the RVE characterize the damage evolution and 

mechanical behavior at plastic-deformation-dominated sites in the specimen. In view of the scale 

discrepancy and the large number of parameters to be calibrated using a relatively small set of 

experiments, the calibration process could result in non-unique set of parameters that accurately 

capture the experimental data. However, following the parameter calibration process, the previous 

identified parameters are checked to ensure that they are physically meaningful. 

In order to further verify the model calibration for 7075 AA, the remaining curves of uniaxial 

tensile tests in Fig. 4(a) were simulated using CPFE and compared to the experimental data. All the 

simulation results are compared to experimental data in Fig. 16, which show a close agreement at 

different temperature conditions. The flow stress decreases when the temperature increases due to 

thermal softening of the local resistance in dislocation activation. 

 

Fig. 16 Comparison between simulation of realistic tensile specimen and experimental data under 

different temperatures with stress-strain curves of 7075 AA. 

 

The force-versus-displacement curves of shear tests at other temperatures are simulated for 

22MnB5 with the calibrated parameters. During the entire loading process the shear specimen is at 

temperatures higher than 693K that is the martensite phase transition temperature. Thermal 



softening also occurs for 22MnB5 BS and the thermal strain increases monotonically as temperature 

rises. The necking strain drop at high temperature range for 7075 AA is not observed in Fig. 17. In 

the CPFE simulation with different temperature conditions for 22MnB5 BS, the entropy term 

introduced previously remains negative for most of the grains. As temperature increases, the 

activation energy grows lower and the local shear strain becomes higher. 

 

Fig. 17 Comparison between simulation of realistic shear specimen and experimental data under 

different temperatures with force-displacement curves of 22MnB5. 

 

A key achievement of this work is that, using a single set of material parameters, model is able to 

achieve good agreement for all mechanical responses at all temperature conditions. Specifically, the 

hardening rates, damage softening, non-linear post-necking and fracture strain are simultaneously 

captured. In addition, the proposed model is confirmed as a useful tool for the similar cubic metals 

of FCC crystal in AA and BS at elevated temperatures. The good predictions of the tensile and shear 

mechanical behavior are the results of combination of three distinct mechanisms incorporated in the 

model. The thermal associated damage evolution, plastic dissipation and dislocation density based 

hardening mechanism are all activated in the simulations. 

In this temperature-dependent CPFE simulation, the model is able to capture the fracture strain 

increase from 300K to 673K and its decrease from 673K to 773K. Necking softening occurs when 

strain reaches a critical value, defined as the critical necking strain, that differs in various 

temperature conditions. The maximum critical necking strain value is obtained at 673K. This 

indicates that this necking strain, does not have a linear correlation with temperature. 

An entropy-like term is investigated to control the temperature-associated local shear strain and 

the corresponding critical necking strain. Extracted from the exponential function in Eq. (8), 

(ταΔV − sαΔV − ΔF)/θ, has the same unit of entropy. At low temperature range of 300K and 473K, 

the activation energy barrier is relatively high. The dislocation is hard to activate and escape from 

the obstacles. The entropy term is mostly negative in RVE and the local shear strain is low. At higher 

temperature of 623K and 673K, the activation energy is lower and more dislocations are nucleated 

and escape from the obstacles. The entropy term is still negative for nearly all the grains and the 

shear strain is higher as temperature increases. When temperature increases beyond 673K, the 

activation energy is still low. The dislocation pile-ups spread over the grains and generate high 

resistance for further dislocation activation in Eq. (13) and (14). The entropy term turns positive and 

the shear strain becomes lower as temperature increases. 



 

(a)                                   (b) 

Fig. 18 CPFE simulation with temperature decreasing rate of 33.6℃/s: (a) 20 grains with different 

crystallographic orientations simulated in the tensile test with temperature drop. (b) Overall stress-

strain curves in the CPFE simulation compared to the experimental data at two initial temperatures 

with strain rate of 1 × 10−3 s−1. 

 

To cross validate the calibrated parameters in the temperature variation condition, the analyses of 

22MnB5 tensile test is conducted. No damage evolution is considered in this case. In Fig. 18(a), 

results of 20 random grains in the simulation with temperature decreasing rate 33.6℃/s show the 

various microscopic mechanical behaviors at different crystallographic orientations of grains. The 

cooling rate is assumed to be uniform in the specimen. Using this CPFE model, RVE predictions of 

tensile mechanical behavior for 22MnB5 BS are performed at two initial temperatures 700℃ and 

800℃ and the results agree well with the experimental data in Fig. 18(b). The nearly linear 

hardening tangent in the plastic region is captured by increasing elastic moduli in Eq. (12) and slip 

resistance in Eq. (9) in each grain of the RVE as temperature decreases. 

6. Microstructural analyses of ductile fracture in shear and tensile test at high temperature 

The calibrated CPFE-CDM models are used to perform specimen scale simulations of the shear and 

tensile experiments using hexahedral elements. The microstructural variables are analyzed to 

correlate with the void growth process and crucial microstructural metrics are determined on void 

nucleation and growth. Microscopic physical variables, including dislocation density, orientation 

mismatch and misorientation are studied in the necking region. The local dislocation density 

distribution is computed which is challenging to obtain with direct experimentation. 



  

Fig. 19 The realistic specimen and the size marking in the wire-electrode cutting of specimen. The 

notch tip is treated as round to guarantee the pure shear behavior in the middle section. 

 

Fig. 20 The initial orientation distribution of sinθ ∙ sinφ in shear specimen. The mesh in the middle 

section is refined. 

6.1 Simulation of shear testing of 22MnB5 at 1173K 

The realistic dimension measurement of the shear specimen is shown in Fig. 19, produced by wire-

electrode cutting from a commercially produced 22MnB5 plate. The middle structure of this 

specimen ensures the pure shear at this stretching direction. In order to obtain accurate damage 

evolution response, small element size is specified in the middle section of the specimen. 7748 

elements of C3D8 type is used in the shear simulation with full integration. The initial random grain 

orientation distribution in this shear specimen is shown in Fig. 20, by pre-defined orientation value 

of sinθ ∙ sinφ in pole figure of Fig. 20(b) (θ,φ,ψ are the Euler angles in Bunge’s convention). 



 

Fig. 21 Final fracture morphology in shear specimens of 22MnB5 steel at different temperatures 

 

Fig. 22 Local stress distribution in the simulation of shear experiment of 22MnB5 boron steel at 

1173 K. Number 1 to 6 are states at 0, 2, 4, 6, 8, 10 mm displacement, respectively. 

 

Ultimate fracture morphologies for the thermal shear specimens are shown in Fig. 21 at different 

temperatures and the local deformation is presented at 1173 K. In thermal shear tests, two holes in 

the middle of the holder section are created to fit the stretcher and this nearly does not affect the 

shear fracture due to Saint-Venant's Principle. The ductile fracture is localized in the middle section. 

The ultimate fracture morphology of 22MnB5 BS is slightly different from that of other literature 

[85], which is mainly due to the different specimen geometry and the distinct material property. 



 

Fig. 23 Local strain distribution in simulation of 22MnB5 steel at 1173 K (arrow representing for 

the fracture direction and circle showing the position of severe deformation). Number 1 to 6 are 

states at 0, 2, 4, 6, 8, 10 mm displacement, respectively. 

 

For shear test of 22MnB5 BS at 1173 K, simulation results of time-dependent stress and strain 

distributions are presented in Fig. 22 and Fig. 23, respectively. The displacement control is applied 

and the stress and strain levels in the holder section are much lower than that in the middle section. 

The logarithmic strain amplitude higher than 0.5 is shown in grey color in Fig. 23, which is 

compared to the void nucleation and growth patterns in Fig. 24. From the comparison, the 

correlation in local strain and damage distributions suggests that the void nucleation and growth 

occurs in the strain concentration sites due to localized plastic flow with the preferential dislocation 

slip. These two correlated strain and damage patterns are consistent with that in the recent literatures 

of ductile fracture [13,86–88]. 

Compared with local experimental fracture morphology in Fig. 25 at 1173K, the ultimate void 

distribution results show a fine prediction. From the consistent time-dependent distribution pattern 

in strain and damage evolution, it can be concluded that the void growth is promoted by local plastic 

flow, in agreement with the experimental view of Pineau et al, 2016. The elements near the notch 

tip region, circled in Fig. 23, experience high distortion and rotation. And the same severe plastic 

deformation is shown in Fig. 25. Moreover, the arrow in Fig. 23 and the damage propagation path 

in Fig. 24 show the similar ultimate shear fracture angle in Fig. 25.  

In the time-dependent damage distribution in Fig. 24, the damage is initiated at the notch tips 

where high stress distribution occurs at the same spots. This phenomenon is consistent with the 

conclusion of Kim and Yoon, 2015 that local stress concentration was considered to trigger the 

damage initiation and evolution. It appears that stress distribution can be used to describe the 



damage initiation pattern. However, the correlation between damage propagation path and stress 

concentration is not explicitly shown. The local stress distributions in Fig. 22(4) exhibit 

concentration patterns only at two notch tips as strain step increases, whereas damage grows and 

coalescences in the center of the damage region are shown in Fig. 24(6).  

 

Fig. 24 Local damage evolution process in simulation of shear experiment of 22MnB5 boron steel 

in the middle section of specimen at 1173K. Number 1 to 10 are states at 0 to 10 mm displacement 

with 1 mm increment, respectively. 

 

The damage and dislocation density are tracked throughout the shear specimen. Coupling with 

dislocation density in this study, the interaction between dislocation flux and grain boundary is 

explicitly shown using dislocation density distribution. To further study the correlation between 

microstructural variables and damage initiation, local stress and dislocation density distributions are 

investigated along the damage propagation line. In Fig. 26, the magnitudes of these two variables 

are plotted in each individual element in normalized position, when local damage initiates at notch 

tips of the specimen (Dα ≥ 0  at the notch tip). The maximum values of both variables are 

distributed near the damage initiation spots. From this perspective, the stress and dislocation density 



distributions are strongly linked to damage initiation and could be used to predict spatial damage 

initiation sites. 

 

Fig. 25 The experiment of the local middle part of the 22MnB5 specimen at 1173 K (arrow 

representing for the fracture direction and the circle showing the position of severe deformation) 

 

Fig. 26 The local Mises stress and dislocation density distributions through specific line along 

necking path when local damage begins to initiate (Dα ≥ 0) at notch tip for 22MnB5 at 1173 K. 

Normalized positions from 0.0 to 1.0 represent grain sites from left to right in the line. 

 

In Fig. 26, the dislocation pile-ups and stress concentrations occur both inside each individual 

grain and on the grain boundary. This implies that dislocation flow could be blocked inside grain by 

substructures and dislocations pile up at grain substructure and grain boundary. Void growth induced 

by preferential dislocation slip could result in both transgranular and intergranular damage. This 

prediction of damage mechanism needs further experimental investigation for 22MnB5 BS at 



elevated temperatures to obtain fully austenitized grains. High temperature EBSD combined with 

SEM could be applied for understanding the physical damage mechanism at grain scale. 

The stress distribution along normalized position is very non-uniform due to orientation mismatch 

between adjacent grains. When crystallographic orientation differed severely between two grains, 

the stress amplitudes separate at grain boundaries. The separation of dislocation density level is 

relatively mild and the discontinuities of dislocation density level at grain boundary is smaller. This 

results from different resolved shear stress level between adjacent grains with different orientations. 

In addition, the dislocation penetrating flow through grain boundary results in relatively low 

dislocation density jump at the grain interface. 

6.2 Simulation of tensile testing of 7075 AA at 473K 

Tensile numerical simulation analysis is performed to investigate damage evolution in the 7075AA 

specimens subjected to tensile loading. In this simulation, 8880 elements of C3D8 type mesh are 

used with full integration. The evolution of principal strain and damage distributions at 473K 

throughout the specimen are presented in Fig. 27 and 28, respectively. 

Consistent distributions in Fig. 27 and 28 indicates that the high damage sites follow the strain 

concentration spots in the necking region, which is similar to previous phenomenon in shear test of 

22MnB5 BS. This observation proves that the void initiation and growth in FCC material have a 

strong correlation with local strain. Phenomenological macroscale strain-associated damage models 

are employed to model the similar relationship [15,89].  

Through a specific line along the damage localization zone (i.e., the necking area), local stress 

and dislocation density distributions are shown in Fig. 29 when damage initiates (Dα) ≥ 0 at the 

middle spot). The maximum stress and dislocation density magnitude are in the same grain and its 

lattice orientation is pointed out in Fig. 29. From previous analysis in 22MnB5, stress concentration 

and high dislocation pile-ups are considered as the indicator of damage initiation. The severe 

orientation mismatches between adjacent lattices results in relatively high dislocation density and 

high stress level near the grain boundary, which is consistent with ref. [14] that the stress 

concentration results from the orientation mismatch near grain boundaries for AA. Thus, it can be 

concluded that damage nucleates first near the middle spot in the specimen and the dislocation 

density is considered as the necessary variable for damage activation. Above all, dislocation density 

in this model is proved as the indicator for predicting local damage initiation sites in FCC material 

at elevated temperatures. 

Different from dislocation density distribution in 22MnB5 BS, the high dislocation density spots 

in Fig. 29 tend to locate at the grain boundary and severe orientation mismatches are observed in 

adjacent grain pairs. It implies that the grain boundary in 7075 AA, rather than the grain substructure, 

generates the main resistance for dislocation flow. Void growth for ductile fracture is aided by the 

dislocation pile-ups at the grain boundary. In this case, intergranular damage may be the 

predominant local fracture mode occurring in these boundaries at elevated temperature, which is 

consistent with previous experimental observation in Section 2.  



 

Fig. 27 Strain distribution of the tensile experiment of the 7075 AA in CPFE simulation at 473 K. 

Indexes from 1 to 5 means total accumulated strain value of 0.011, 0.087, 0.141, 0.161, and 0.187. 

 

Fig. 28 Damage distribution of tensile experiment of the 7075 AA in CPFE simulation at 473 K. 

Indexes from 1 to 5 means total accumulated strain value of 0.011, 0.087, 0.141, 0.161, and 0.187. 

 



 

Fig. 29 The stress and dislocation density distribution through specific line along necking path when 

Dα ≥ 0 over the entire specimen for 7075 AA tensile test at 473 K. Normalized positions from 0.0 

to 1.0 represent grain sites from bottom to top in the line. Grey color represents the logarithmic 

strain higher than 0.5 compared with damage distribution. 

 

 

Fig. 30 Different fracture morphologies of 7075 and 6061 AA in thermal tensile test at 473K. 

 

To better understand the mechanism of plasticity-aid void nucleation and growth, the relationship 

between microstructural variables and void growth path (necking path) is discussed. It has been 

discussed in Section 5.2 that the void growth path in this study is strongly influenced by the 

microscale preferential dislocation slip. In tensile test of AA, local crystallographic orientations at 



the identical locations of two same-geometry specimens are different. Accordingly, distinct damage 

coalescence paths are observed that generate different fracture morphologies in Fig. 30. 

 

Fig. 31 The necking patterns (principal strain distributions) in CPFE simulations compared to 

fracture morphologies of actual specimens: (a) 6061 AA (473K); (b) 7075 AA (473K) 

 

(a)                            (b) 

  

(c)                            (d) 

Fig. 32 Pole figure of density of orientation distribution: (a) undeformed 6061AA (b) deformed 

6061AA (473K, predicted) (c) undeformed 7075AA (d) deformed 7075AA (473K, predicted) 



 

At 473K, the same tensile test is applied for 6061 AA and 7075 AA with the wire-cut specimen 

of same geometry. Two fracture morphologies are obtained including zigzag and linear fracture 

modes in Fig. 31. The linear mode of 6061 AA has already been captured by the previous 

phenomenological CPFE model [53]. Whereas the zigzag mode of 7075 AA is well described by 

the strain localization and void growth path in the current model. In Fig. 31(a), the strain 

concentration of 6061 AA is initiated at the two edges of the specimen where necking begins and 

the shear band spreads across the specimen until the material separation happens across the single 

shear band [53]. A different strain, or void growth pattern is observed for 7075 AA in Fig. 31(b). 

Shown in Fig. 27 and 28, the void growth is first observed at both the middle and edge spots. Two 

localized shear bands extend in two directions and intersect at the middle spot. Subsequently, the 

void growth along the shear band and zigzag necking path is generated. The zigzag fracture mode 

forms when material separate through the necking path. 

In FCC materials, microstructure is determined to has important influence on the necking path 

[14,90]. Various features of microstructure are discussed but the predominant factor is not 

determined for forming the observed distinct necking modes. In the following study, multiple 

characteristic crystallographic variables including texture evolution, orientation distribution, local 

misorientation angles and Schmid factors are analyzed to determine the key microstructural effect 

on the damage initiation, void growth and necking path. 

For 6061 and 7075 AA, the localized dislocation behavior is determined by the crystallographic 

orientation of individual grains. Here, the numerically predicted deformed pole figures in these two 

microstructures are presented in Fig. 32. Due to large deformation and lattice reorientation at 473K, 

volume fraction of specific grain orientation tends to increase as significant localized plastic 

deformation occurs. In Fig. 32, the density of crystrallographic orientation {111}[1̅3̅1] increases 

in 7075 AA after the tensile test. Whereas in study of 6061 AA, the density of estimated orientation 

{111}[100] rises. However, the density rise is not significant in both materials and the relation 

between grain reorientation and localized plastic flow is not explicit in this case. 

In 6061 AA of FCC crystal structure, the cross section of tensile specimen contains relatively 

large grains [53]. As for 7075 AA, the average grain size and the transverse geometric dimension 

are about 103.4 μm and 12.5mm, respectively. This means that only about 121 grains lie through 

the width length of the experimental specimen. Since the specimen width is small, limited grains 

are observed through cross section for 6061AA and 7075 AA. Each individual grain has an 

important effect on the local preferential dislocation flux and damage evolution. Thus, the initial 

misorientation distribution have a significant influence on the local preferential dislocation 

activation and it is investigated to correlate with void growth path. 

In order to analyze only the effect of initial misorientation distribution on necking path observed 

in Fig. 32, instead of considering the effect from material property, we utilize the identical mesh for 

the two specimens and map the same orientation distribution function (ODF) of 7075 AA onto 6061 

AA specimen. It should be noted that the initial specimen sizes of 6061 AA and 7075 AA are the 

same. The principal strain distribution of 6061 AA in Fig. 33 is obtained in uniaxial loading at 473K, 

which has the almost same zigzag fracture morphology but different strain magnitude compared 

with zigzag result of 7075 AA in Fig. 30(b). The necking angles of 6061 AA with orientation 

mapping are about 48o (upper) and 44o (lower), which are the similar with 49o (upper) and 

45o (lower) in 7075 AA. From this analysis, it can be concluded that identical mapping of initial 



ODF leads to similar dislocation nucleation sites and almost the same necking path. In addition, the 

initial misorientation distribution has an important effect on localized plastic flow and the 

corresponding void growth path for AA at high temperature conditions. The declining grain 

reorientation at elevated temperatures in these two AA enhance the similarity of the necking path 

between Fig. 31(b) and 33. 

 

Fig. 33 Principal strain distribution in thermal tensile simulation of 6061 AA (473K) using exact 

mapping of ODF from 7075 AA (same mesh geometry and specimen size). 

 

To predict the damage initiation sites, the local mismatch and misorientation distribution are 

analyzed statistically in connection with damage variable near necking paths. In the crystallographic 

aspect, the orientation mismatch which causes strain heterogeneity across grain boundary is an 

essential effect in predicting damage initiation sites. Since local orientation mismatches are tightly 

linked to strain localization and corresponding void growth, it is worth investigating the correlation 

between necking paths and misorientation angles of local grain pairs. 

 

(a)         (b) 

Fig. 34 Two misorientation study for 6061 AA of line fracture and 7075AA of zigzag fracture at 

473K. (a) Initial misorientation distribution in the tensile specimen; (b) Density of damage initiation 

sites within 5-degree misorientation angle ranges at the total deformation ε = 0.157 

 

The misorientation distribution patterns of 6061 AA (473K, linear necking) and 7075 AA (473K, 

zigzag necking) are computed in Fig. 34(a). This proves that possible void nucleation and growth 

are sensitive to local orientation mismatch, which is consistent with experimental observations [91]. 

On the purpose of quantifying this correlation and eliminating the effect of material property in 



dislocation activation, the two misorientation distribution patterns are both calculated for 7075 AA 

in the current CPFE framework.  

In the CPFE analysis of 7075 AA at 473K, total deformation ε = 0.157 is specified in the strain 

hardening region as the damage variable Dα > 0 occurs at multiple sites for different necking 

morphologies. These sites are considered as the potential void growth sites. 347 and 325 void growth 

sites are collected for zigzag and linear necking, respectively. 83.4% and 82.2% void growth sites 

are obtained along the necking region, which proves that necking region has higher potential in 

promoting void growth. The orientation mismatches between two adjacent sites are collected. The 

angles are grouped into boxes of 5 degree and plotted for the possible void growth sites in Fig. 34(b). 

Results in Fig. 34(b) shows that the high possibility to find void growth sites at the critical 

misorientation angle range from 50o to 65o in the zigzag necking behavior whereas 60o to 75o 

in the linear necking behavior. It implies that the dislocation pile-ups and grain interactions are more 

intense at these grain pairs. Furthermore, the intergranular crack has the higher potential to occur at 

the adjacent grains with these specific mismatch angles in the necking area. Too high or too low 

misorientation angles are less susceptible to void growth. In both necking cases, the orientation 

mismatch lower than 50 or higher than 75o are considered not possible for void growth. High 

interfacial strength of the grain pairs is the main reason for these misorienation angles. 

 

Fig. 35 For random misorientation distributions in the simulation, the schematic shear bands in the 

necking region for 7075 (473K) tensile specimen: (a) ideal shear bands; (b) linear necking; (c) 

zigzag necking; (d) deviated zigzag necking. 

 

To understand the misorientation dependence for different necking modes, random misorientation 

distributions are generated and misorientations in the necking regions are investigated for 7075AA 

tensile tests. The schematic fracture morphologies for these simulations are presented in Fig. 35 (b), 

(c) and (d), including three types, linear necking, zigzag necking and deviated zigzag necking. In 

the numerical simulation, the localized ideal shear bands in Fig. 35 (a) occur in strain hardening 

region. Multiple shear bands are generated by local plastic deformation. As plastic deformation 

becomes severe, the shear bands begin to collapse into a localized one at the onset of necking 

behavior. The collapsing necking path is mainly influenced by the dislocation pile-ups in the local 

region where local mismatch angles reach the critical mismatch range. Whereas, the zigzag or 

(a) (b) 

(c) (d) 



deviated zigzag necking would be arrested at local site when its misorientation angle exceeds the 

critical mismatch angle. The phenomenon is consistent with the experimental observations that the 

zigzag or linear necking behavior occurs due to localized plastic shear bands from severe dislocation 

activation. And material separation or crack propagation would take place along these necking 

regions through shear bands [29]. 

 

Table 5 At total deformation ε = 0.165, 0.174, maximum and minimum value of local mismatch 

angles and Schmid factors at damage initiation sites in subsequent necking region using three 

random misorientation distribution functions (MODF) for 7075 AA (473K). 

 Mismatch (degree) Schmid Factor 

Value min max min max 

MODF 1 53.83 67.87 0.25 0.42 

MODF 2 63.42 77.31 0.37 0.41 

MODF 3 58.25 74.74 0.38 0.46 

  For numerical verifcaition of the obtained critical orientation mismatch range for void growth, at 

total deformation ε = 0.165, 0.174, the mismatch angles of possible adjacent void growth sites in 

the subsequent necking region are presented for three random misorientation distribution functions 

(MODFs) in Tab. 3. The results show that more than the misorientation of previous potential void 

growth sites outside the necking path exceeds or near the edge of the critical range [50o, 75o]. At 

these sites, the damage variables stop increasing and the void growth is arrested. When total 

deformation reaches ε = 0.165, 0.174, the mismatch angles along the necking region are increased 

to 85.0%, 87.1% and 84.3%, 86.8% for zigzag and linear necking path, respectively. And the angles 

are mostly inside or near the critical range. The Schmid factors are also presented for the possible 

void growth sites in the subsequent necking area in Tab. 3. Higher Schmid factor are correlated with 

the higher local resolved shear stress and intense slip rate in the local grain. Previous study of AA 

at room temperature shows that local grains oriented preferential for slip could induce damage 

initiation [54,92–94]. In this study, the preferential slip with relative high Schmid factor range of 

0.35 to 0.5 is observed in the damage initiation region. However, low value of 0.25 is also 

collected in the adjacent sites with maximum damage Dα of 0.53. This implies that the individual 

grain orientation with high Schmid factor is not necessary to trigger void growth. The void growth 

under thermo-mechanical loading is more sensitive to local orientation mismatch. 

7. Discussion and Conclusion 

The proposed micro-damage model integrated with the effect of by local dislocation mobility on 

void nucleation and growth on an experimental basis. This approach shows reasonable results for 

two face-centered cubic polycrystalline materials at high temperature ranges. At quasi-static range, 

shear-dominated and tensile tests are performed and no dynamic strain aging is observed here. It 

appears to be impossible to perform the thermal real-time EBSD scan to study the microstructure 

evolution in thermo-mechanical behavior, thus the computational investigation is implemented by 

incorporating dislocation density based crystal plasticity combined the damage model. The fracture 

strain and critical necking strain are captured well by this model. A crack length and void embedded 

model is expected to model the void coalescence and crack initiation [95,96] and to answer the 

fundamental question of dominated mode in ductile fracture [29,97]. 

  In practical engineering application, the proposed model could be inefficient since the two-way 



coupling of full temperature field and mechanical field is applied. It is worth noting that the 

proposed method is mesh-dependent and critical mesh size of 1.5 times average grain size is deduced 

as the previous manner [53] that reaches convergence. In the future study, homogenization methods 

could be applied to simulate large-scale structural components coupling with crystal plasticity or 

thermo-mechanics [98,99]. 

  At various elevated temperatures, the shear and tensile experiments are performed for 7075 AA 

and 22MnB5 BS respectively to investigate ductile fracture under high temperature conditions. 

Shear-dominated and tensile specimens are designed and aligned in the horizontal direction for 

thermo-mechanical experiments at quasi-static strain rates.  

  A crystal plasticity model CPFE-CDM is proposed which incorporates rate- and temperature 

dependency, dislocation-density-based strain hardening and microscale damage evolution. The 

dislocation density, temperature and damage are treated as internal variables and account for the 

thermal- and damage softening in crystal plasticity framework. Reasonable prediction is obtained 

between simulation and experimental results for different specimens, temperatures and materials. 

Specifically, hardening rates, post-necking and fracture strain are captured for all temperature 

conditions using a single calibrated set of parameters for one material. The critical thermal necking 

strain is found to be influenced by an entropy-like term in the thermal activation mechanism. 

  Computational analysis of microstructural effects on ductile fracture is conducted at the necking 

region regarding variables of crystallographic orientation and dislocation density. Dislocation 

density distribution is computed and associated with damage initiation sites which indicate the 

possible damage modes of transgranular and intergranular damage. Multiple fracture morphologies 

in tensile test of 7075 AA is computed and related with initial orientation distribution. To predict 

the potential void growth sites, critical orientation mismatch ranges are computed for both zigzag 

and linear necking shapes and the void growth of the critical range is verified at high strain. 
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