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Abstract

This manuscript provides a novel random lattice model to simulate the pro-

gressive degradation of soil embankments induced by the backward erosion piping

(BEP) phenomenon. The progressive evolution of the piping process is described

by expressing apparent di�usivity of the soil as a function of the local hydraulic

gradient. In order to accurately compute local field gradients, a dual lattice ap-

proach that evaluates the response on both Delaunay and Voronoi nodes is formu-

lated. The response computed at the Delaunay nodes is then employed to augment

field gradient computation on the Voronoi grid. The proposed dual lattice model

is numerically verified and validated by comparing numerical results with BEP

experiments available in the literature.
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1. Introduction1

Backward erosion piping (BEP) is an internal erosion mechanism that occurs2

when soil is gradually eroded from the foundation of a structure, creating a pipe that3

connects the upstream side with an exit condition generated by localized damage4

on the downstream side of the structure. The process is driven by seepage forces5

that progressively erode cohesionless material from the foundation of the structure.6

This phenomenon can have catastrophic consequences on dams and levees [7]. The7

topic is of interest, since internal erosion mechanisms are considered responsible8

for nearly half of all embankment dam failures and accidents [17]. BEP alone has9

been identified as the cause of nearly one third of all piping failures occurred in10

the last century [38].11

In view of its criticality on safety of earthen embankments, the BEP phe-12

nomenon has been the focus of investigations for over a hundred years. The13

classical studies of BEP failure led to a number of design approaches, including14

the Bligh’s method [4, 29], Terzaghi’s method [49] and the blanket theory [52],15

among others. Sellmeijer [44] presented an analytical model which, based on the-16

oretical considerations, distinguishes between critical and non-critical conditions17

in the presence of sand boils. This model was the first to take into account theo-18

retical considerations of the BEP phenomenon, since the underground water flow19

equations were evaluated for all possible pipe lengths, furnishing design rules that20

were subsequently tuned by means of a multivariate analysis of a large number21

of experiments. Schmertmann [42] presented an empirical approach to assess22

the safety factor against piping mechanisms, incorporating several theoretically23

evaluated correction factors that take into account the specific geometrical and24

hydraulic features of the structure (e.g., grain size, inclination, layer thickness,25

2
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total pipe length). In this method, safety against piping phenomena is assessed by26

means of the point (local) gradients, highlighting the role of the hydraulic gradient27

intensity as the driving force for backward erosion of embankments. Foster et28

al. [16] developed an empirical procedure based on a historical database of 1,46229

embankment dams. This procedure is based on the characteristics of the structure30

(i.e. the presence of filters, type of foundation, soil geology, core soil type and31

compaction, seepage observations and previous monitoring and surveillance) and32

is used to assess the likelihood of erosion.33

BEP is a complex phenomenon, influenced by sediment transport, underground34

water flow, hydrodynamics and soil mechanics. Several authors performed a range35

of experiments to understand the driving mechanisms of BEP. Bendahmane et36

al. [3] proposed the use of an experimental device composed of three modified37

triaxial cells that are coupled to two air-water cells, capable of applying di�erent38

levels of confinement to a soil sample subjected to a standard erosion test, allowing39

them to assess the influence of the percentage of clay in the soil, confining pressure40

and global hydraulic gradient. Van Beek et al. [54] performed small-, medium- and41

full-scale experiments on levee systems in order to validate Sellmeijer’s models.42

The authors observed four phases: main seepage, backward erosion, widening43

of the pipe and ultimate levee failure, highlighting how failures take place in a44

short period of time, leading small sand boils to complete levee failure. Sellmeijer45

et al. [43] performed small-scale tests and analyzed the results by means of a46

multivariate regression in order to identify the influence of each variable present in47

a semi-theoretical model. Richards and Reddy [37] employed a triaxial piping test48

apparatus in order to study the initiation of piping in soils subjected to various levels49

of confining stress and seepage conditions. Fleshman and Rice [15] measured50

3
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the hydraulic conditions in soil samples during the development of piping under51

vertical flow conditions. Ke and Takahashi [26] experimentally investigated the52

behavior of non-cohesive soils during the onset and progression of internal erosion,53

while keeping track of the hydraulic characteristics of the soil as well as the change54

in mechanical behavior. Sharif et al. [45] employed laboratory flume experiments55

on mixtures of sand, silt and clay with di�erent compaction rates and evaluated the56

e�ects of the erosion process visually by means of an image processing technique.57

A number of numerical approaches has also been proposed to study BEP. These58

approaches are classified in three categories [57]: 1) porous media flow models in59

which erosion is idealized by controlling the permeability of the elements in the60

discretization of the domain (e.g. [39, 56]); 2) discrete element method (DEM) to61

describe soil deformation coupled with continuum description of the water flow62

(e.g. [11, 48, 58, 63]); and 3) multiphase flow modeling in which the fluidized63

particle density is evaluated by means of appropriate constitutive relationships64

and coupled to the flow description by kinematic constraints (e.g. [51, 18, 32,65

62, 57, 30]). In the first approach, the permeability within the eroded zone is66

increased to simulate the progressive erosion process. The permeability is a67

function of a threshold value of a control variable (e.g. flow velocity, shear stress,68

hydraulic gradient), and is increased by a prescribed factor when the threshold69

value is reached at a material point within the domain. The second approach70

represents the behavior of the system by coupling the response of the soil phase71

(typically obtained from a DEM simulation) and the flow phase (typically obtained72

using finite element or finite volume models). This approach is computationally73

expensive, and often requires coarse graining of the soil phase to render the DEM74

approach feasible. In the third approach the potential for soil erosion is expressed75

4
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by means of constitutive relations that allow for the evaluation of the fluidized76

particles and it is coupled to the hydraulic flow by imposing that the velocity of77

the particles and the fluid is equal at every point in the domain.78

This study adopts the first approach of simulating the backward erosion process79

using a new dual random lattice modeling approach. In recent years, random80

lattice models have emerged as an attractive alternative to continuum approaches81

to modeling various types of civil engineering problems [2, 5, 12, 14, 21, 23, 28,82

33, 41, 13], including transport problems [1, 19, 20, 34, 40]. The basic idea of83

random lattice modeling dates back to the pioneering work of Hrenniko� [24]. In84

this approach, the response of a 3-dimensional continuous medium is evaluated on85

a discrete network (or lattice) of uniaxial elements, whose connectivity and inertial86

properties are retrieved from a Delaunay/Voronoi tessellation of the domain. This87

main advantages of this approach are: 1) the solution of the equations governing88

the problem is evaluated on simple 1-dimensional lattice elements; 2) the discrete89

nature of the model is inherently capable of representing localized phenomena90

such as localized damage or erosion; and 3) the random spatial arrangement of the91

lattice nodes introduces mesh independence of the simulated response [6]. The92

use of more traditional continuum approaches such as finite elements for erosion93

problems is challenging because of the di�culty in describing localized piping94

phenomena with a preferred direction and results in the need to force the pipe95

path in the horizontal plan (e.g. [39]) or mesh-induced biasing on the erosion96

paths. We demonstrate that the proposed approach is advantageous in alleviating97

the above-mentioned challenges.98

This manuscript presents a novel dual random lattice modeling approach for99

the simulation of the degradation processes that occur in soil systems due to100

5
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internal erosion. A key novelty and main contribution of this work is that the101

di�usion equation governing the underground water flow is independently solved102

on two sets of lattices. The lattices are constructed by exploiting the duality103

between the Delaunay and the Voronoi tessellations of a given domain [35]. To104

the best of the authors’ knowledge, the present manuscript is the first attempt105

at using a dual lattice approach in the solution of the transport problem. An106

important capability of the proposed approach is the accurate calculation of the107

hydraulic gradient to enforce the stability criterion. Based on the values of the108

hydraulic head scalar field defined on both lattice systems, a scheme for the gradient109

calculation is obtained by exploiting the geometrical features of the Dual Random110

Lattice Model. The proposed approach is numerically verified by comparing the111

results of a mass transport problem with the closed form solution. The gradient112

calculation procedure is then tested against di�erent polynomial functions to assess113

its accuracy. The procedure for the simulation of BEP in soil systems is compared114

with the experimental results reported in [10] and [39].115

2. Governing Equations116

The erosion process in the embankment is idealized using a nonlinear di�usion117

equation [22, 39, 56]. Consider the domain of a saturated earthen embankment118

denoted as �:119

@h(x, t)
@t

= r · (D(h(x, t))rh(x, t)) x 2 � , t 2 (0,T ) (1)

6
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where h represents the hydraulic head field and T the total time. The domain is120

subject to the following boundary conditions:121

h = hB (t) on �b ⇢ @⌦

q ⌘ �D
@h
@n = qB on �q ⇢ @⌦

(2)

with �b \ �q = ;. q is the outward flux orthogonal to the domain boundary of122

normal n, qB the prescribed boundary flux and hB is the time-dependent prescribed123

hydraulic head at the boundary. The initial conditions at t = 0 are:124

h(x, 0) = h0(x) x 2 ⌦

k (x, 0) =

8>>>><>>>>:
k0 x 2 ⌦ \⌦ini

mpk0 x 2 ⌦ini

(3)

where h0(x) is a known function, ⌦ini is the portion of the domain where BEP125

initiation is imposed, k0 is the initial value of the soil permeability and mp is the126

amplification factor for the conductivity within the eroded zone.127

The source of nonlinearity in the governing equation is that the soil permeability128

is a function of the hydraulic head h. According to [39], the hydraulic gradient i129

can be used to characterize the available flow energy. The following constitutive130

behavior is used in this study:131

D(h(x, t)) =
k (h(x, t))⇢g
µSs

(4)

with:132

k (h(x, t)) = k0 if |i| < icrit

k (h(x, t)) = mpk0 if |i| � icrit

(5)

7
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where i is the hydraulic gradient, icrit its critical value at the onset of erosion, µ133

the water viscosity, ⇢ its volume mass, g is gravity and Ss the specific storage.134

Equation 5 represents the relationship between permeability and hydraulic gradient135

using a Heaviside function. Other, nonlinear forms of this constitutive relationship136

have also been proposed based on experimental investigations [8, 9].137

The value of icrit can either be evaluated by means of theoretical considera-138

tions [27, 25], or by experiments [53]. In this study, a numerical procedure for139

the evaluation of the critical gradient, proposed by [39], is used and described in140

the following sections, together with the definition of the other two parameters141

required to define the initial conditions in the domain: the spatial arrangement of142

the initiation zone, and the value of the conductivity amplification factor mp.143

3. Dual Random Lattice Model144

The proposed approach exploits the geometrical features of the Delaunay and145

Voronoi tessellations of a 3-dimensional domain. In three dimensions, given a146

pointset (a set of points that lie within the domain or on the domain boundaries),147

the Delaunay tessellation is a triangulation such that none of the points lies inside148

the circumsphere of any tetrahedron in the triangulation. The Voronoi diagram149

of a given pointset is the geometrical tessellation that associates to each node a150

polyhedral cell composed of all the points that are closer to that point than any151

other in the set [35].152

The proposed approach operates on the weak form of the initial boundary value153

problem. Employing the classical assumptions of smoothness and continuity of154

the hydraulic head field, the weak form of the problem is expressed as:155

8
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Figure 1: Graphical interpretation of the dual random lattice model approach

�
Z

⌦

⇣
D(x, t)rNi · rNj h

⌘
d⌦ +

Z

⌦
Ni Nj

@h
@t

d⌦ �
Z

�q

Niqd⌦q = 0 (6)

where Ni and Nj are the shape functions. Let � = {�i}nDi=1 denote a set of points156

(i.e., the Delaunay point cloud composed of nD nodes) randomly distributed within157

the closure of the domain � (i.e., x(�i) 2 �̄; 1  i  nD). �h denotes the158

approximation of the domain � generated by the Delaunay triangulation of �159

using the point cloud �. We further consider the Voronoi tessellation of the160

domain that is dual to the Delaunay triangulation, resulting in the Voronoi point161

cloud �̃ = {�̃i}nVi=1 (with nV being the number of Voronoi points), as illustrated162

in Fig. 1. Employing the Delaunay triangulation, �h is decomposed into a set of163

e�ective volumes (areas in 2-D) {�e}
nD
el

e=1, where each e�ective volume is associated164

with an element within the Delaunay lattice, he. A similar decomposition of the165

9
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domain is performed using the Voronoi tessellation {�̃e}
nV
el

e=1, where an arbitrary �̃e166

is associated with one Voronoi lattice element h̃e.167

We proceed with two separate discretizations of the hydraulic head field based168

on the two lattices:169

h(x, t) =
nDX

a=1
Na (x)ha (t); h̃(x, t) =

nVX

a=1
Ña (x) h̃a (t) (7)

in which Na (x) and Ña (x) are piecewise linear, C�1 shape functions. The shape170

functions have compact support over the Delaunay (or the Voronoi) elements with171

direct connectivity with node i. We emphasize that a Delaunay (or a Voronoi)172

”element” and ”e�ective volume” are di�erent and the di�erence is illustrated in173

Fig. 1.174

Employing Bubnov-Galerkin approach and substituting the hydraulic head field175

discretization into the weak form (Eq. 6):176

�
nDX

b=1

Z

�h
D(x, t)rNa · rNbd�hb(t) +

nDX

b=1

Z

�h
Na (x)Nb(x)d�dhb

dt
+

�
Z

�hq

Na (x)q̂ · nd� = 0 8b = 1, 2, ..., nD

(8)

where �h
q denotes the Delaunay approximation of the domain boundary �q. A sim-177

ilar discretization expression is obtained for the Voronoi lattice, which is skipped178

for brevity. We proceed with the discretization of the domain integrals over the ef-179

fective volumes of the Delaunay and Voronoi lattice. Within each e�ective volume180

the two shape functions are expressed as:181

10
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Figure 2: Typical arrangement of a Delaunay (left) and a Voronoi (right) edge, their dual

resisting areas and e�ective volume

Ne
A = (xB � x) · s; Ne

B = (x � xA) · s; x 2 �e (9)

in which, s denotes the unit vector along the lattice element (s = (xB � xA)/le);182

le is the length of the lattice element; xA and xB are the coordinates of the two183

endpoints A and B. The shape functions are linear within the e�ective volume and184

admit the domain integrals defined above. Furthermore, the volume integrals can185

be expressed as line integrals over the lattice element; e.g.:186

Z

�e

D(x, t)rNa · rNbd� = Ae

Z

le
D(x, t) dN̂a

dx
dN̂b

dx
dx (10)

where, Ae is the cross-sectional area pertaining to the lattice element, N̂a denotes187

the shape functions defined over the lattice elements and x the local position along188

the lattice element:189

N̂ e
A = 1 � x/le; N̂ e

B = x/le (11)

11
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Remark 1: A number of di�erences exist regarding the topology of the Delau-190

nay and Voronoi lattices for 2-D and 3-D implementation of the proposed approach.191

In 2-D, the duality between the two tessellations is such that there exists a Voronoi192

lattice element orthogonal to each lattice element in the Delaunay grid and vice-193

versa (as shown in Fig. 1). The e�ective areas (the two triangles shown) of the two194

elements are one and the same. In 3-D, the e�ective volume of a Delaunay lattice195

element consists of a tetrahedron, while that of the Voronoi element has polygonal196

base as illustrated in Fig. 2. In a 2-D analysis, the number of lattice elements in197

the dual lattices are equal, whereas this is not the case in 3-D.198

Remark 2: Previous investigations focused on characterization of transport199

behavior using either the Delaunay [40] or the Voronoi lattice [19], but not both. In200

fact, the response approximations predicted by the two lattices are complementary.201

The local response gradients predicted by the lattice shape functions vanish along202

the direction normal to the lattice element. The dual lattice approximates the gradi-203

ent field at the orthogonal direction, augmenting the local gradient approximation.204

The proposed approach leverages this observation for accurate computation of the205

hydraulic gradients.206

The nonlinear problem defined by Eq. 8 can be written in compact form as:207

 ⌘Mdh
dt
+K(h)h � f = 0 (12)

where M is the global mass matrix, h the hydraulic head vector, K(h) the global208

di�usion matrix, f the force vector.209

The expressions for the relevant element matrices are:210

12
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Ke =

Z

⌦
BT DBd⌦ =

Z

le
DAe(x)BTBdx =

DA⇤e
le

2666664
1 �1

�1 1

3777775
Me =

Z

⌦
NTNd⌦ =

Z

le
Ae(x)NTNdx =

Ve

6

2666664
2 1

1 2

3777775
fe = �

Z

⌦q

qNT d⌦q =

2666664
�qI Ae

�qJ Ae

3777775

(13)

where, Ve is the value of the e�ective volume of the current element, N is the vector211

containing the element shape functions and B the vector of their derivatives.212

It is important to note that the forms of the element matrices in Eq. 13 are213

identical to those reported in [19, 20, 40]. In these works, a correction parameter214

was used in the calculation of the matrix M to ensure mass conservation. In the215

present formulation, by exploiting the concept of dual e�ective areas and volume,216

the exact value of Ve is calculated by connecting the points defining the resisting217

area with the two ends of the lattice elements (see Fig. 2). The expression for M is218

therefore consistently derived from the weak form without the need of a correction219

parameter, still satisfying conservation of mass.220

Discretization in time is performed by means of the Crank-Nicolson method [31]:221

Mhn+1 � hn

�t
+

1
2

⇣
Kn+1hn+1 +Knhn � fn+1 � fn

⌘
= 0 (14)

where �t is the time step size and superscripts indicate the time step count (1 222

n  nst, with nst the total number of steps). Eq. 14 yields:223

 
M + 1

2
Kn+1�t

!
hn+1 �

 
M � 1

2
Kn�t

!
hn � 1

2
⇣
fn+1 + fn

⌘
= 0 (15)
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The Crank-Nicolson method is a semi-implicit scheme and unconditionally sta-224

ble [50]. Due to the presence of decaying spurious oscillation in the solution of225

the transient problem, the maximum allowable time step size is set to:226

�t =
l2
min
2D

(16)

where lmin is the minimum value of the lattice element length in the mesh.227

In this study, the dual random lattice model is applied to the simulation of228

BEP. The erosion process typically occurs in cohesionless materials which are229

overlain by relatively impervious core of the embankment. The modeling approach230

stated above is general and applicable to arbitrary materials that undergo transport231

processes.232

3.1. Computational Implementation233

The proposed dual random lattice model has been implemented to simulate234

the progressive degradation of saturated soil media. In what follows, the imple-235

mentation steps for the construction of the dual lattice model, imposition of the236

boundary conditions, computation of the field gradient, and the implementation237

algorithm are provided.238

The generation of a random lattice model requires the following steps (see239

Fig. 3):240

1. Construction of the 3-D model of the domain;241

2. Insertion of randomly arranged nodal sites in the domain;242

3. Delaunay tetrahedralization of the previously defined pointset;243

4. Voronoi tessellation of the same set of points.244
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Figure 3: Graphical interpretation of the steps required for the construction of a dual

random lattice model: a) 3-dimensional domain, b) random points generation, c) Delaunay

tetrahedralization, d) Voronoi diagram

The three-dimensional model of the domain is first constructed by means of245

a CAD software. The domain is then saturated with randomly generated points246

while enforcing a minimum distance criterion [59]. The Delaunay tessellation is247

constructed to retrieve the connectivity between the previously defined pointset.248

The tetrahedralization of non-convex domains is performed using the TetGen li-249

brary [47]. Finally, the Voronoi diagram is constructed by connecting the centers250

of the circumspheres for every tetrahedron obtained from the Delaunay tetrahedral-251

ization. Both the Delaunay and Voronoi edges are used to create two independent252

lattice systems. The duality that exists between the two tessellations allows for253

the definition of the resisting areas and e�ective volume of all the elements in the254

domain, as well as granting the interesting characteristic that every edge has an255

orthogonal facet in the dual diagram (see Fig. 2).256

3.2. Boundary Meshing257

Special attention must be devoted to the discretization of the domain bound-258

aries. Since the boundary conditions are independently applied on the two lattice259

systems, the goal is to obtain external surface discretizations on both the Delaunay260

and Voronoi tessellation, while retaining the duality of the two diagrams. This is261

15



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

Figure 4: Procedure for the meshing of external surfaces: retained and discarded parts of

a Voronoi facet dual to a Delaunay element

achieved in the following way: 1) External surfaces are first saturated with points262

while enforcing the minimum allowed distance; 2) internal points are added in263

the domain while enforcing the same minimum distance criterion; 3) the Voronoi264

diagram for the set of points is constructed; 4) all the tetrahedra that lie on an exter-265

nal face of the domain are flagged as ’external’; 5) the circumcenter pertaining to266

external tetrahedra are mirrored with respect to the external surface they represent;267

6) the part of the resulting Voronoi diagram that lies outside of the domain is268

discarded while the internal one is retained.269

The discretization of the domain boundary is performed as illustrated in Fig. 4,270

which shows a Delaunay lattice pertaining to an external surface of the boundary271

to be meshed. While the proposed procedure is derived from [19] and [59], it does272

not require the mirroring of the entire pointset in order to construct the Voronoi273

tessellation.274

The random lattice modeling approach does not have any di�culty in repre-275

senting Dirichlet boundary conditions. Some di�culties exist in the representation276

of Neumann boundary conditions. In the problem considered in this manuscript,277
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Figure 5: A Voronoi lattice element and its dual triangular facet

the component of the prescribed flux normal to the boundary contributes to trans-278

port. The Voronoi lattice elements at the boundary are by construction orthogonal279

to the surface, and therefore inherently capable of handling Neumann bound-280

ary conditions. The Delaunay lattice requires special treatment to accommodate281

Neumann-type boundary conditions as described in [19].282

3.3. Gradient Calculation283

The evaluation of the transport problem using the Voronoi or the Delaunay284

lattice provides the values of the hydraulic head field values at the lattice nodes.285

This information by itself is not su�cient to accurately compute the gradient of the286

function. Fig. 5 illustrates the Voronoi lattice element AV BV and its dual triangular287

facet AD BDCD, obtained from the Delaunay triangulation. By solving the di�usion288

problem on the Voronoi assembly, it is only possible to obtain information on the289

variation of the h field in the n direction. To be able to evaluate the gradient of290

the hydraulic head, information on the spatial variation of the h field in the two291

directions l and m is needed. To do so, the component of the gradient in the n292

direction is calculated on the Voronoi element (hence, iV ), while information on293
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the plane orthogonal to the element (i.e. the plane of the resisting area) is obtained294

from the values the function assumes at the Delaunay nodes (hence, iD).295

The component iV pertaining the n direction is calculated by dividing the jump296

in hydraulic head by the length of the element:297

iV = n hBV � hAV

le
(17)

The component iD is evaluated on the triangular resisting area of the conductivity298

element, and calculated as:299

iD =
1

2Ae
n ⇥ (hADeBC + hBDeC A + hCDeAB) (18)

where eAB, eBC , eC A are the unit vectors defined on the facet.300

By summing the two contributions, the value of the gradient of the hydraulic301

head field acting in the element is obtained as:302

i = iV + iD = n hBV � hAV

le
+

1
2Ae

n ⇥ (hADeBC + hBDeC A + hCDeAB) (19)

3.4. Numerical Procedure for the Simulation of Backward Erosion Piping303

In this study, the analysis starts and predicates upon the onset of the backward304

erosion piping process. The onset of the piping process is introduced through the305

initial conditions (Eq. 3). We proceed with a three-step numerical procedure to306

evaluate the BEP process as described below:307

1. a steady-state mass transport analysis is performed to obtain hydraulic equi-308

librium conditions in the specimen for the given values of the imposed heads.309

No degradation zone is assumed as initial condition (i.e., only Eq. 3a is em-310

ployed as initial condition). In this analysis, the permeability of the soil is311

assumed to be constant and does not degrade with hydraulic gradient;312
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2. Under the steady-state hydraulic head field conditions, the conductivity of all313

the lattice elements within the pipe initiation zone is amplified (i.e., Eq. 3b).314

The increased permeability channels more flow towards the initiation zone,315

increasing the hydraulic gradient in the nearby lattice elements;316

3. the piping simulation is then performed by evaluating the nonlinear transport317

problem considering step (2) as the initial condition. At every time incre-318

ment, the hydraulic gradient is recalculated to compute the permeability at319

each lattice element. Every element undergoing a gradient higher than the320

critical value is flagged as piped and its conductivity is increased according321

to Eq. 5. In case the initial state provided in Step (2) does not introduce a322

local gradient that exceeds the critical value, the solution is trivial and piping323

does not progress through the domain.324

4. Numerical Verification325

This section presents the assessment of performance of the proposed model.326

The presented simulations are divided as follows: 1) the verification of the dual327

transport model is presented by solving a linear di�usion 1-dimensional problem328

is presented and compared with the exact solution, to show accuracy of the dual329

random lattice transport model; 2) accuracy of the proposed gradient calculation330

approach is demonstrated by constructing di�erent dual lattice assemblies with331

increasing mesh density and assigning polynomial function at each node, compar-332

ing the numerical results for the gradient field with the exact solution; 3) results333

of the nonlinear transport problem defined in the previous sections, and core of334

the present work, are reported for the simulation of the experimental tests by335

Robbins [39] and De Wit et al. [10].336
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Figure 6: Numerical test setup for the verification of the transport model: a) schematic

representation, b) dual random lattice assemblies employed

4.1. Transport Model Verification337

The value of the local gradient is calculated using Eq. 19 by taking into account338

the contributions of the Delaunay and Voronoi nodes. To this end, it is important339

that the results obtained from the two systems are consistent with theoretical340

results as well as with each other. Accuracy of the calculation on the two di�erent341

lattice systems is demonstrated on a simple one-dimensional filtration case (see342

Fig. 6) solved by means of a transient linear flow analysis, by comparison with343

the exact solution. The two ends of a bar are subjected to constant values of the344

hydraulic head, creating a seepage flow in the direction parallel to the bar axis.345

The values of the model parameters used in the example are reported in Table 1,346

together with the number of nodes and lattice elements in both the Voronoi and347

Delaunay lattice assemblies. The numerical solution obtained on the two lattice348

assemblies is compared with the theoretical solution (Fig. 7) and the L-2 norm of349

error is reported in Table 2. As expected, errors are lower in the Voronoi pointset,350

since the tessellation produces denser lattice systems (see the Voronoi/Delaunay351

points ratios reported in Table 4). Figure 7 illustrates that both lattices very352

accurately captures the flow behavior within the transient and steady-state regions353

of the solution. The simulated results approximate the exact solution better getting354
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Table 1
Parameters used in the transport model verification

L h(x = 0) h(x = 1000) Di�usivity Delaunay Nodes Voronoi Nodes

mm mm mm mm2/s - -

1000 0 100 6824 2151 11227

Table 2
Error calculation for the dual random lattice model at di�erent time steps

Time Delaunay Nodes Voronoi Nodes

s � �
1 1.66% 1.22%

10 0.92% 0.76%

20 0.67% 0.53%

50 0.48% 0.34%

closer to the steady state, since the hydraulic head distribution tends to be linear.355

4.2. Gradient Calculation Verification356

Next, we investigate the accuracy in computing the field gradients using the357

proposed approach, by evaluating gradients of known fields over the random358

lattices. The gradient accuracy assessment is performed over the domain described359

in Fig. 6. We consider that the field is defined by three di�erent polynomial360

functions (i.e., linear, 3rd order and 5th order). The exact form of the functions361

are stated in Fig. 8. The values of the functions at the corresponding positions362
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Figure 7: Comparison between theoretical and numerical results at di�erent time steps:

a) 1s, b) 10s, c) 20s, d) 50s
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Figure 8: L-2 norm of the error on the evaluated gradient versus number of Delaunay

nodes for di�erent test functions

are assigned to the lattice point sets. The gradients of the function were then363

evaluated and checked against the exact solutions. Convergence as a function364

of mesh refinement is demonstrated in Fig. 8 by comparing the results obtained365

from di�erent meshes with increased point density. The calculated values agree366

with theory to machine precision for the case of linear function. In the case of367

non-linear functions, refinement leads to an increase of the accuracy.368

5. Backward Erosion Piping Simulations369

The previously described dual random lattice model approach and the gradient370

calculation procedure were then used to simulate the progression of BEP. Results371

are provided following the steps reported in Section 3.4: having validated the372

proposed dual transport model (see previous Section), a sensitivity analysis study is373

performed to evaluate the influence of the model parameters on the piping initiation374

procedure. Piping simulations are then performed by using the so evaluated375

23



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

Figure 9: Flume tests experimental setup by Robbins [39]. All dimensions in millimeters

Table 3
Soil characteristics in experiments by Robbins [39]

Type d50 Uniformity Coe�cient Porosity Conductivity

- mm - - mm/s

Sand 2.50 1.31 0.42 40
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Figure 10: Influence of the initiation zone volume on the maximum hydraulic gradient

attained in the mesh

parameters and results are used to investigate the convergence properties of the376

approach. Accuracy of the method is demonstrated by comparing results of the377

BEP simulations with experimental evidence reported in [39], as well with the378

numerical results the author provides in his paper. The experimental campaign379

consisted of di�erent specimens under saturated conditions, subjected to increasing380

di�erential heads until piping started at the downstream side. The test setup is381

schematically illustrated in Fig. 9 and the material parameters are reported in382

Table 3. Moreover, the classical tests by De Wit et al. [10] are simulated and383

results are compared, showing accuracy of the method.384

5.1. Sensitivity Analysis385

With respect to the setup reported in Fig. 9, di�erent simulations have been386

performed in order to assess the influence of the model parameters on the evaluated387
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response. In particular, the sensitivity to the extension of the initiation domain⌦ini388

and the value of the amplification factor mp has been investigated. Fig. 10 shows389

the results of di�erent simulations with varying initiation zone volume, exhibiting390

the expected trend of decreasing values of the maximum gradient with increasing391

initiation zone volume. This results are consistent with previous findings from392

other authors [39, 55]. The variability in the obtained maximum gradient decreases393

with increasing initiation zone volume. The value used in the simulations presented394

in the next sections is of 2⇥ 104 mm3. This value, selected by means of numerical395

considerations, is in agreement with experimental tests exhibiting pipe widths of396

15 to 30 times the average grain size [55, 56].397

The influence of the parameter mp has been investigated on the same numerical398

setup. Di�erent values of the parameter have been tested in order to assess the399

model sensitivity to the parameter. We show in Fig. 11 the variation of the400

maximum hydraulic gradient as a function of mp, which exhibits a hyperbolic401

relationship.402

5.2. BEP analysis and comparison to previous findings403

This section presents the results of BEP simulations obtained on di�erent sets404

of numerical models together with comparison with experimental findings and405

numerical results reported in [39]. In order to investigate the influence of the mesh406

density on the numerical results, 3 meshes have been constructed (see Table 4)407

and the obtained results compared.408

As explained in detail in Section 3.4, the first phase of the procedure consists409

of a linear seepage analysis, in order to obtain the hydraulic head profiles in the410

specimen prior to the piping routine. The initiation of piping is then enforced by411

increasing the conductivity of the elements in a user-defined zone. The piping412
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Figure 11: Influence of the amplification factor mp on the maximum hydraulic gradient

attained in the mesh

Table 4
Di�erent meshes used for the BEP simulations

Mesh Delaunay Nodes Voronoi Nodes Voronoi/Delaunay Ratio icrit

1 1153 5684 4.93 0.6301

2 3766 19884 5.28 0.6248

3 5518 30634 5.55 0.6211

27



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

Figure 12: BEP initiation procedure: gradient contours for three meshes with increasing

mesh density

simulation is run until equilibrium conditions are attained, and the maximum413

gradient value in the mesh is chosen as the critical gradient. The results of this414

step on the three di�erent meshes are reported in Fig. 12, and indicate that the415

value of the so obtained critical gradient is not a�ected by the mesh and shows a416

small variation among di�erent simulations (see Table 4).417

Once the BEP process is started in the domain and the value of the critical418

gradient is evaluated, the piping simulation starts. The analysis is run until equi-419

librium conditions are attained, i.e. when no element undergoes piping for a given,420

user-defined number of time steps. In all the simulations reported, this number421

was set to 1000. Results of this phase for the 3 di�erent meshes are reported422

in Fig. 13. The results from the three meshes indicate that even with a di�erent423

level of detail, the numerically evaluated eroded paths are consistent and show424

similarities among the di�erent mesh densities considered. The denser meshes425

exhibit higher tortuosity of the evaluated erosion path, due to the lattice assembly426

density.427

In the experiments, the formation of a shallow pipe is observed, running from428

the downstream to the upstream side of the specimen. In [39], the constitutive law429

(i.e. the local gradient check) was restricted to the horizontal plane of the pipe430

28



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

Figure 13: Eroded path at equilibrium in three specimens with di�erent mesh densities

progression to avoid the erosion to grow in the direction of gravity. This step is not431

needed in the current formulation, as the spatial gradient is used in the constitutive432

law for the lattice elements. The discrete nature of the model is able to localize433

the erosion path in the direction observed in the experiments.434

Convergence of the normalized pipe progression time with mesh refinement435

is demonstrated by Fig. 14. As the number of nodes is increased, the evaluated436

response tends to a constant value of the total time BEP requires to fully develop437

(i.e. the time it takes for the front of the pipe to reach the upstream side).438

The influence of the randomness of the computed pointset has been evaluated439

by generating four di�erent models with same mesh densities, and comparing the440

obtained response. Fig 15 shows the results of the di�erent simulations, which441

show that the overall response is consistent with eroded paths exhibiting the same442

global behavior, which is in agreement with the experiments. The di�erences in the443

evaluated damage patterns are due to the randomness of the lattice assembly, which444

guides the progression of the pipe locally when enforcing the gradient-dependent445

constitutive law.446

The sensitivity of the BEP analysis to the value of the amplification factor mp447
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Figure 14: Normalized time of BEP progression as a function of the number of Delaunay

nodes

has also been investigated. Di�erent simulations have been performed on Mesh #2448

(Table 4) with di�erent values of the parameter. Since the parameter mp controls449

the contrast between the conductivity of the eroded elements and the undamaged450

ones, it has influence on the progression of BEP in the simulations. This influence451

is summarized in Fig. 16, which shows that lower values of mp lead to evaluated452

pipe paths that do not extend all the way to the upstream side of the specimen.453

5.3. Influence of the type of exit condition454

In a set of physical experiments, De Wit et al. [10] investigated the influence of455

the type of exit conditions on the progression of BEP. The di�erent experiments456

were run for plane, ditch, and hole exit conditions, while retaining all the other457

characteristics intact. The tests consisted of an increasing hydraulic head applied at458

the upstream side, until piping occurred. The findings of this study clearly showed459
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Figure 15: Evaluated erosion paths for four di�erent dual random lattice models with

same mesh density

Table 5
Soil characteristics in experiments by De Wit et al. [10]

Type d50 Uniformity Coe�cient Porosity Conductivity Amplification Factor mp

- mm - - mm/s -

Sand 0.4 - 0.36 0.5 100
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Figure 16: Normalized maximum pipe length as a function of the amplification factor mp

Figure 17: Experimental setup for the experiments by De Wit et al. [10]: a) plane type,

b) ditch type and c) hole type exit conditions
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how an increase of the exit condition area reduces the likelihood of occurrence of460

BEP and that the applied global gradient must be increased for erosion to progress.461

Smaller, localized exit conditions such as holes, in fact, channel more flow towards462

the head of the pipe and therefore create higher local gradients and greater potential463

for erosion. Table 5 reports the mechanical parameters used in the study.464

The aforementioned set of tests were simulated by means of the proposed465

dual random lattice modeling approach. The approach for the simulations was466

as follows: the model was calibrated to replicate results from the ”plane” exit467

condition reported in [10]. An initiation zone of 8 ⇥ 103 mm3 was used, based468

on the grain size distribution curves reported in [10] and by assuming a pipe head469

width of 25 times d50. The results of this first simulation, in terms of highest470

local hydraulic gradient in the mesh, were used in the subsequent simulations. By471

keeping all the mechanical parameters constant, the applied hydraulic head was472

increased until the local gradient matched the value obtained from the reference473

model. The results of this investigations in terms of global applied gradients474

(i.e. the di�erence between the upstream and downstream hydraulic head values475

divided by the seepage length), are reported in Fig. 18 and discussion is provided476

in the next section.477

5.4. Discussion on the numerical results478

The results presented in the previous section indicate that the proposed dual479

random lattice modeling approach is capable of representing BEP phenomena in480

saturated embankments. The discrete nature of the model is inherently capable of481

localizing the progression of erosion in the domain. The proposed model allows482

for a prediction of the piping process that is compatible with the one observed in483

experiments (a shallow pipe running in the direction of the applied head di�erence,484
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Figure 18: Experimental and numerical applied global gradients for di�erent exit condi-

tions (experiments De Wit et al. [10])

connecting the downstream and the upstream side of the specimen). The results485

indicate that the amplification factor mp is an important parameter and governs the486

progression of the pipe. For mp values lower than 100, the simulations exhibit a487

total pipe length less than the extent of the specimen. In view of these results, a488

value for mp greater or equal to 100 appears to be appropriate in the present case.489

Previous experimental investigations have shown that the value of the amplification490

factor is related to soil parameters such as type and grain size distribution [46],491

as well as the stress state [8, 9]. The proposed degradation model will be further492

developed in the near future to account for the e�ects of soil type and the stress493

state on mp.494

Mesh refinement provides an increase in the detail of the evaluated response,495

as the tortuosity of the computational lattice increases, leading to a higher number496

of possible directions for the pipe progression and branching. All the simulations497
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performed, however, proved capable of capturing the essential characteristics of498

BEP, and they show the same value of the maximum hydraulic gradient obtained499

from the described initiation procedure.500

The influence of the type of exit condition was also investigated and the results501

obtained show good agreement with experimental evidence. In particular, as the502

size of the exit conditions decreases, the results show an increases in the erosion503

potential, due to increased local hydraulic gradient. This finding is consistent with504

experimental findings by De Wit et al. [10].505

6. Conclusions506

A novel random lattice modeling approach has been presented. The solution of507

the mass transport problem is retrieved on the two lattice assemblies independently.508

The information obtained on the two systems is then combined in order to define509

a procedure to evaluate the gradient of a scalar field defined at the lattice nodes.510

Accuracy of the approach has been verified by comparing the obtained numerical511

results with the theoretical solution. The so calculated hydraulic gradient is, in512

fact, a suitable measure to quantify the energy flow that is available for erosion to513

progress. Results show that the random lattice approach is capable of simulating514

BEP processes and the independence of the response on the mesh was demonstrated515

by simulating experimental tests available in literature by means of di�erent mesh516

densities. The results from these analyses are in good agreement with each other,517

indicating that the eroded path is independent on the mesh size (such finding is518

compatible with the substantial independence of the crack path in random lattice519

simulations observed by previous authors [6]).520

The influence of the model parameters has been investigated through a sen-521
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sitivity analysis, and suggestions on the values to adopt are given. E�ciency of522

the method is demonstrated by showing how the results for the hydraulic gradient523

calculation yield values in good agreement with classical theories, while the model524

is able to predict realistic eroded paths without the need to restrict the constitutive525

law to the horizontal plane.526

The presented model is suitable for the solution of nonlinear di�usion prob-527

lems where nonlinearity is governed by the hydraulic gradient field. The dual528

representation allows for an e�cient and accurate evaluation of the gradient of529

a scalar field defined at the lattice nodes. Ongoing work also considers the full530

coupling of the transport model and the mechanical response, in order to simulate531

the change in strength of the material in the presence of internal degradation, in532

which mechanical parameters of the soil can be obtained from local identification533

techniques [36, 60, 61]. The coupling of the seepage problem with the mechanical534

response of the soil will allow for the quantification of loss in stability earthen535

embankments experience as a result of BEP phenomena.536
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