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ABSTRACT
We propose a software-based approach using dynamic volt-
age overscaling to reduce the energy consumption of HPC
applications. This technique aggressively lowers the supply
voltage below nominal voltage, which introduces timing er-
rors, and we use Algorithm-Based Fault-Tolerance (ABFT)
to provide fault tolerance for matrix operations. We intro-
duce a formal model, and we design optimal polynomial-time
solutions, to execute a linear chain of tasks. Evaluation re-
sults obtained for matrix multiplication demonstrate that our
approach indeed leads to significant energy savings, compared
to the standard algorithm that always operates at nominal
voltage.

Categories and Subject Descriptors
C.4 [Performance of Systems]: Fault tolerance

Keywords
Timing errors; ABFT; voltage overscaling; energy efficiency

1. INTRODUCTION
Reducing energy consumption has become a key challenge,

for both economic and environmental reasons. In the scope
of High-Performance Computing (HPC), green computing en-
compasses the design of energy-efficient algorithms, circuits,
and systems. The dynamic power consumption of micropro-
cessors is typically of the form αfV 2, where α denotes the
effective capacitance, f the frequency and V the operating
voltage [1, 9]. One approach to reduce the energy consump-
tion is thus to lower the frequency and/or the voltage at which
cores operate. This approach is called Dynamic Voltage and
Frequency Scaling (DVFS). Lowering the supply voltage may
seem the best option because it has a quadratic impact on
the dynamic power, while frequency has only a linear impact.
Voltage and frequency, however, cannot be set independently
and at any value. Indeed, the lower the voltage, the higher
the circuit latency, that is, the longer the delay for logic gates
to produce their outputs. Therefore, for any frequency value,
there is a minimal threshold or nominal voltage Vth, at which
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the core can safely be used. In practice, given a choice for
the frequency, one can always set the voltage at this thresh-
old value to save energy, because using a higher voltage would
lead to paying more energy without any benefit.

For a given frequency, if the core is used at a voltage be-
low the nominal voltage Vth, timing errors could occur, that
is, the results of some logic gates could be used before their
output signals reach their final values. The output of the cir-
cuitry could then be incorrect and the result of the overall
computation, at the core level, could be incorrect. Here, we
intentionally use the conditional “could” repeatedly. First,
the whole circuitry can still produce a correct result even
if some logic gates suffer from timing errors. Second, not
all computation paths in a core have the same latency; the
threshold voltage is computed for the worst case and not
all computations correspond to the worst case. Third, there
are process variations in the production of cores and, once
again, the threshold voltage is defined so that the worst core
works safely at that setting. For all these reasons, there is a
significant probability that a computation performed below
nominal voltage completes successfully, at least if the volt-
age is not “too low”. Moreover, circuit manufacturers keep a
safety margin. Cores are specified to be run under a supply
voltage Vdd, which is considerably larger than the threshold
(Vdd > Vth). How to take advantage of these potential mar-
gins to reduce voltage and, thus, energy consumption?

A first approach is called near-threshold computing (NTC)
[3, 10], where the supply voltage is chosen very close to (but
larger than) the threshold voltage (Vdd ≈ Vth). Work in that
scope mainly concerns the design of NTC circuits that oper-
ate safely and (almost) as quickly as non-NTC circuits, while
providing great energy savings. A more aggressive approach
is to use cores with a supply voltage below the threshold
voltage (Vdd < Vth), which is called voltage overscaling [6,
7]. Most existing work targeting voltage overscaling is hard-
ware oriented and requires special hardware mechanisms to
detect timing errors [6, 8, 7, 4]. Our work is among the very
few existing purely software-based approaches that do not
require any special hardware [11]. Because cores are oper-
ated below threshold voltage, they may be victims of timing
errors, which may induce silent data corruptions (SDC): the
output of the Arithmetic and Logic Unit (ALU) may be in-
correct. Therefore, using cores in such a context requires to
have mechanisms to detect these errors and to correct them.
Furthermore, the energy cost of these detection and correc-
tion mechanisms should not offset the energy saving due to
the low operational voltage.

One key characteristic of voltage overscaling makes it fun-
damentally different from most work on resilience for High-
Performance Computing (HPC) applications. Indeed, a ubiq-...
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uitous assumption in HPC is that failures are random. In
other words, like lightning, failures do not strike twice “at
the same place”. A consequence of this lightning assump-
tion is used in most, if not all, fault-tolerant solutions for
HPC. Assume that your computation has been the victim of
a fault. Then, whatever your preferred fault-tolerant solu-
tion, you are going to re-execute your application one way
or the other, in the same computational context. (This re-
execution may be a temporal later-on re-execution, through
a checkpoint-rollback mechanism, a simultaneous spatial re-
execution through replication, etc.) Because of the light-
ning assumption, we know that with high probability the
re-execution will not be the victim of the same failure. If we
are unlucky, the re-execution will fail again, but because of
another failure: the lightning will strike somewhere else.

On the contrary, faults in our context are timing errors: a
signal is used before the processor circuitry has finished com-
puting it. Therefore, these timing errors are deterministic:
if the very same computation is performed in the very same
context (temperature, voltage, value of operands, content of
registers, history of instructions, etc.), the very same faulty
result will be produced. In other words, the lightning always
strikes twice! Consequently, none of the many existing solu-
tions for dealing with failures in HPC can be used to cope
with failures in a voltage overscaling context. Because timing
errors are reproducible1, we have no choice but to re-execute
faulty computations in a different context.

In this paper, we investigate whether one can aggressively
use voltage overscaling, in a purely software-based approach,
to reduce the energy cost of executing a chain of tasks. We
illustrate this approach using matrix multiplication. The
bottom-line question is the following: is it possible to ob-
tain the (correct) result of a matrix multiplication for a lower
energy budget than that of the best DVFS solution? As in
common blocking approaches such as [2], the matrix multipli-
cation is decomposed into a series of multiplications of sub-
matrices. In order to detect potential errors in the product of
these submatrices, we use Algorithm-Based Fault Tolerance
(ABFT) [5]. The idea is to execute an elementary matrix
multiplication at a very low voltage and to check its correct-
ness through ABFT. If the result is incorrect, we would then
recompute it in another setting, that is, at a higher voltage,
or in the worst case at nominal voltage. We assume the en-
ergy cost of executing an elementary matrix multiplication
at each available voltage is known, as well as the probability
of encountering timing errors at each voltage, through prior
profiling. The algorithmic problem is then to decide, knowing
these costs and probabilities, at which voltage to start exe-
cuting the elementary matrix multiplications and at which
voltage to re-execute them in case of failure. Should we go
directly for the nominal voltage or should we risk once again
an execution at a voltage below threshold?

We stress a major difference between our work and other al-
gorithmic work focusing on finding “good” tradeoffs between
performance (e.g., execution time, throughput) and energy
consumption. In this work, we solely target energy mini-
mization. This is because we use a fixed frequency (hence
guaranteeing performance), and use aggressive voltage over-
scaling to save energy. The main contributions of this paper
are:
• A formal model for the problem, which includes the

1Although timing errors are deterministic, they cannot be forecast
in practice. Indeed, this would require to consider all potential pa-
rameters in the execution: voltage, temperature, operands, content
of registers, etc.

mathematical consequences of the “failure strikes twice”
property when computing conditional probabilities.
• An optimal polynomial-time strategy to execute either

a single task or a chain of tasks.
• A set of numerical evaluations demonstrating that our

approach does lead to significant energy savings.
The rest of this paper is organized as follows. In Section 2,

we introduce a formal model for timing errors. We present
the optimal algorithms in Section 3 and their evaluation in
Section 4. We provide some final remarks in Section 5.

2. MODEL
In this section, we formally state our assumptions on timing

errors. Then, we introduce the main notations. Finally, we
investigate the impact of the assumptions on the conditional
probabilities of success/failure. Because of the “lightning
strikes twice” property, conditional properties are completely
different from what is usually enforced for the resilience of
HPC applications.

2.1 Timing errors
Silent errors caused by electro-magnetic radiation or cosmic

rays strike the system randomly. On the contrary, timing er-
rors are deterministic in nature. Suppose that a timing error
has occurred under a given execution scenario (voltage, fre-
quency, operand, etc.). Then the same error will occur with
very high probability for another execution under the same
scenario. Fundamentally, timing errors occur because one ad-
justs the system operating voltage below the threshold volt-
age Vth, for a given frequency. Lowering the voltage increases
the delay of the circuit, thereby potentially impacting the
correctness of the computation. Different operations within
the ALU may have different critical-path lengths. Similarly,
for a given operation, different sets of operands may lead
to different critical-path lengths (take a simple addition and
think of a carry rippling to different gates depending upon
the operands). In a nutshell, operations and operands are
not equal with respect to timing errors.

In this paper, we focus on a fixed frequency environment
(this frequency may have been chosen to achieve a given per-
formance). Timing errors depend upon the voltage selected
for execution, and we model this with the following two as-
sumptions:

Assumption 1. Given a computation and an input I, there
exists a threshold voltage Vth(I): using any voltage V be-
low the threshold (V < Vth(I)) will always lead to an in-
correct result, while using any voltage above that threshold
(V ≥ Vth(I)) will always lead to a successful execution. Note
that different inputs for the same computation may have dif-
ferent threshold voltages.

Assumption 2. When a computation is executed under a
given voltage V , there is a probability pV that the computation
will fail, i.e., produces at least one error, on a random input.
This failure probability is computed as pV = | If (V )|/| I |,
where I denotes the set of all possible inputs and If (V ) ⊆ I
denotes the set of inputs for which the computation will fail
at voltage V . Equivalently, If (V ) is the set whose threshold
voltage is strictly larger than V , according to Assumption 1.

For any two voltages V1 and V2 with V1 ≥ V2, we have

If (V1) ⊆ If (V2) (because of Assumption 1), hence pV1 ≤ pV2 .

Since timing errors are essentially silent errors, they do
not manifest themselves until the corrupted data has led to
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an unusual application behavior, which may be detected long
after the error has occurred, wasting the entire computation
done so far. Hence, an error-detection mechanism is neces-
sary to ensure timely detection of timing errors, for instance,
after the execution of each task. In this paper, we apply
Algorithm-Based Fault Tolerance (ABFT), which uses check-
sums to detect errors. ABFT has been shown to work well
on matrix operations with low overhead. However, we stress
that the algorithms presented in Section 3 are fully general
and agnostic of the error-detection technique (checksum, er-
ror correcting code, coherence tests, etc.).

To the best of our knowledge, the only paper targeting a
pure algorithmic approach for near-threshold computing or
voltage overscaling is [11]. The work in [11] also considers
matrix multiplication using ABFT. However, it makes the
classical assumption that failures do not strike twice, which
does not apply to timing errors. Their approach only works
when ABFT can detect and correct all the errors struck dur-
ing the computation of an elementary matrix product. In
practice, ABFT is limited to single error correction, which
makes their approach viable only for small matrix blocks and
infrequent errors. Timing errors may strike often when using
very low voltages to decrease energy consumption.

2.2 Notations
We consider computational workflows that can be modeled

as a chain of n tasks, T1, T2, . . . , Tn, where Ti+1 depends on
Ti for 1 ≤ i ≤ n− 1. All tasks share the same computational
weight, including the work to verify the correctness of the
result at the end. Hence, all tasks have the same execution
time and energy consumption under a fixed voltage and fre-
quency setting. This framework applies to matrix multiplica-
tion, which we use to instantiate our model in Section 4. The
system frequency is fixed (for application performance). To
reduce energy consumption, we apply dynamic voltage over-
scaling (DVOS), which enables a tradeoff between energy cost
and failure probability. The platform can choose an operat-
ing voltage among a set V = {V1, V2, · · · , Vk} of k discrete
values, where V1 < V2 < · · · < Vk. Each voltage V` has an
energy cost per task c` that increases with the voltage, i.e.,
c1 < c2 < · · · < ck. Based on Assumption 2, each voltage
V` also has a failure probability p` that decreases with the
voltage, i.e., p1 > p2 > · · · > pk. We assume that the highest
voltage Vk equals the nominal voltage Vth with failure prob-
ability pk = 0, thus guaranteeing error-free execution for all
possible inputs. For convenience, we also use a null voltage
V0 with failure probability p0 = 1 and null energy cost c0 = 0.

Switching the operating voltage also incurs an energy cost.
Let o`,h denote the energy consumed to switch the system
operating voltage from V` to Vh. We have o`,h = 0 if ` = h
and o`,h > 0 if ` 6= h. Moreover, we assume that the voltage
switching cost follows the triangle inequality, i.e., o`,h ≤ o`,p+
op,h for any 1 ≤ `, h, p ≤ k, which is true in practice. It
basically means that, to switch from V` to Vh, no energy will
be gained by first switching to an intermediate voltage Vp

and then switching to the target voltage Vh.
The objective is to determine a sequence of voltages to

execute each task in the chain, so as to minimize the expected
total energy consumption.

2.3 Conditional probabilities
We now consider the implications of Assumptions 1 and 2

on the success and failure probabilities of executing a task
following a sequence of voltages. For the ease of writing,
we assume that the execution of each task has already failed

under the null voltage V0 (at energy cost c0 = 0).

Lemma 1. Consider a sequence 〈V1, V2, · · · , Vm〉 of m volt-
ages, where V1 < V2 < · · · < Vm, under which a given task is
executed.

(i) For any voltage V`, where 1 ≤ ` ≤ m, given that the
execution of the task on a certain input has already failed
under voltages V0, V1, · · · , V`−1, the probability that the task
execution will fail under voltage V` on the same input is

P(V`-fail | V0V1 · · ·V`−1-fail) =
p`
p`−1

(ii) For any voltage V`, where 1 ≤ ` ≤ m, let P(V`-fail) de-
note the probability that the task execution will fail under all
voltages V0, V1, · · · , V`, and let P(V`-succ) denote the probabil-
ity that the execution will fail under voltages V0, V1, · · · , V`−1

but will succeed under V`. We have

P(V`-fail) = p`

P(V`-succ) = p`−1 − p`
Proof. We prove property (i) using the fundamental as-

sumptions on the error model — Assumptions 1 and 2. The
task under study is the execution of some computation on
some input I. Since this task execution has failed under
voltages V0, V1, · · · , V`−1, we know that input I satisfies I ∈⋂`−1

h=0 If (Vh) = If (V`−1), where If (Vh) denotes the set of
inputs on which the computation will fail under voltage Vh.
Then, the task execution will fail under voltage V` if input
I also falls in If (V`) ⊆ If (V`−1). Given that the input is
randomly chosen (we have no a priori knowledge on it), the

probability is P(V`-fail | V0V1 · · ·V`−1-fail) =
| If (V`)|
| If (V`−1)|

=
| If (V`)|/| I |
| If (V`−1)|/| I |

= p`
p`−1

.

To prove (ii), we note that, in both cases, the task has failed
under all voltages before V`. Using the result of (i), we get

P(V`-fail) =
∏`

h=1 P(Vh-fail | V0 · · ·Vh−1-fail) =
∏`

h=1
ph

ph−1
=

p`, and P(V`-succ) =
(∏`−1

h=1 P(Vh-fail | V0 · · ·Vh−1-fail)
)
×(

1−P(V`-fail | V0 · · ·V`−1-fail)
)

=
(∏`−1

h=1
ph

ph−1

)(
1− p`

p`−1

)
=

p`−1 − p`.

3. OPTIMAL SOLUTION
In this section, we present a dynamic programming algo-

rithm to minimize the expected energy consumption for ex-
ecuting a linear chain of tasks. We start with a single task
(Section 3.1) before moving to a chain (Section 3.2).

3.1 For a single task
We first focus on a single task. The following lemma gives

the expected energy consumption for any given voltage se-
quence starting at the current system voltage (preset voltage
Vp before the first execution) and ending at the nominal volt-
age Vk (which guarantees successful completion).

Lemma 2. Suppose a sequence L = 〈V1, V2, · · · , Vm〉 of m
voltages is scheduled to execute a task, where V1 < V2 <
· · · < Vm, V1 = Vp, and Vm = Vk. The expected energy
consumption is

E(L) = c1 +

m∑
`=2

p`−1 (o`−1,` + c`) (1)

Proof. The task may be completed before all voltages in
the sequence are used, so let P(V`-exec) be the probability
that voltage V` is actually used to execute the task, which
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happens when voltage V`−1 has failed. Since the first voltage
V1 is always used, we have P(V1-exec) = 1, and the cor-
responding energy consumption is P(V1-exec)c1 = c1. For
2 ≤ ` ≤ m, based on Lemma 1(ii), we have P(V`-exec) =
P(V`−1-fail) = p`−1, so the expected energy consumption
of executing the task under V` is P(V`-exec)(o`−1,` + c`) =
p`−1(o`−1,` + c`). Summing up the expected energy of all
voltages in the sequence leads to the result.

Lemma 2 shows that the expected energy consumed by a
voltage in any sequence is (only) related to the failure proba-
bility of the voltage immediately preceding it. We make use
of this property to design a dynamic programming algorithm.

Theorem 1. To minimize the expected energy consump-
tion for a single task, the optimal sequence of voltages to ex-
ecute the task with any preset voltage Vp ∈ V can be obtained
by dynamic programming with complexity O(k2).

Proof. Let L∗s denote the optimal sequence of voltages
among all possible sequences that start with voltage Vs ∈ V,
and when the system preset voltage is also at Vs. Let E(L∗s)
denote the corresponding expected energy consumption by
carrying out this sequence. According to Lemma 2, adding
a new voltage before any sequence of voltages will only af-
fect the expected energy of the first voltage in the original
sequence. By using this property, we can formulate the fol-
lowing dynamic program to compute

E(L∗s) = cs + min
s<`≤k

{E(L∗` )− c` + ps(os,` + c`)}

= cs + min
s<`≤k

{E(L∗` ) + psos,` + (ps − 1)c`} (2)

and the optimal sequence starting with voltage Vs is con-
structed as L∗s = 〈Vs, L

∗
`′〉, where

`′ = arg min
s<`≤k

{E(L∗` ) + psos,` + (ps − 1)c`}

The dynamic program is initialized with E(L∗k) = ck and
L∗k = 〈Vk〉, and it is computed based on Equation (2) for
s = k − 1, k − 2, · · · , 1. The complexity is clearly O(k2).
Note that the above formulation ensures every sequence L∗s ,
for s = 1, 2, · · · , k, ends with the nominal voltage Vk, so the
task is guaranteed to be completed.

Given a preset voltage Vp ∈ V, the optimal expected energy
is then

E∗(Vp) = min
1≤s≤k

{op,s + E(L∗s)}

and the optimal voltage sequence to execute the task with
preset voltage Vp is

L∗(Vp) = L∗s′

where s′ = arg min1≤s≤k {op,s + E(L∗s)}.

3.2 For a chain of tasks
We now present a dynamic programming algorithm to ex-

ecute a linear chain T1 ≺ T2 ≺ · · · ≺ Tn of n tasks. We
point out that, due to the voltage switching cost, the optimal
sequence of voltages to execute each task depends on the ter-
minating voltage of the preceding task as well as the expected
energy consumption to execute the subsequent tasks. Hence,
the sequence could be very different for different task counts.

We first define some notations. Let L∗s(Ti) denote a se-
quence of voltages that starts with Vs for executing task Ti,

and which leads to the optimal expected energy E(
−→
Ti , L

∗
s(Ti))

for executing the subchain Ti ≺ · · · ≺ Tn. The optimal ex-
pected energy to execute Ti ≺ · · · ≺ Tn with any preset

voltage Vp ∈ V is therefore E∗(Vp,
−→
Ti) = min1≤s≤k{op,s +

E(
−→
Ti , L

∗
s(Ti))}.

The following lemma gives the expected energy consump-
tion to execute the subchain Ti ≺ · · · ≺ Tn, given a voltage
sequence for executing its first task Ti, the system preset volt-
age Vp (before the execution of Ti), and the optimal expected
energy to execute the subsequent tasks.

Lemma 3. Suppose a sequence L(Ti) = 〈V1, V2, · · · , Vm〉
of m voltages is scheduled to execute task Ti, where V1 <
V2 < · · · < Vm, V1 = Vp, and Vm = Vk. The expected energy
consumption to execute the subchain Ti ≺ · · · ≺ Tn by carry-
ing out sequence L(Ti) for task Ti and the optimal sequence
for each subsequent task is

E(
−→
Ti , L(Ti)) = c1 + (1− p1)E∗(V1,

−−→
Ti+1)

+
∑m

`=2

(
p`−1 (o`−1,` + c`) + (p`−1 − p`)E∗(V`,

−−→
Ti+1)

)
(3)

Proof. As in Lemma 2, the expected energy consumed by
carrying out sequence L(Ti) for task Ti can be similarly com-
puted to follow Equation (1), i.e., c1+

∑m
`=2 p`−1 (o`−1,` + c`).

For a chain of tasks, the optimal sequence of voltages to
execute each task depends on the terminating (successful)
voltage of its preceding task. Suppose task Ti is successfully
executed by voltage V`, then the optimal expected energy

to execute the rest of the chain is E∗(V`,
−−→
Ti+1). Based on

Lemma 1(ii), for any 1 ≤ ` ≤ m, the probability that task Ti

is successfully executed by V` is given by P(V`-succ) = p`−1−
p`. Hence, the expected energy consumption by executing the

remaining tasks is
∑m

`=1 (p`−1 − p`)E∗(V`,
−−→
Ti+1).

Summing up the expected energy for task Ti and for the
rest of chain gives the result.

Theorem 2. To minimize the expected energy consump-
tion for a linear chain of tasks, the optimal sequence of volt-
ages to execute each task, given the terminating voltage of its
preceding task (or given the preset voltage Vp ∈ V for the first
task), can be obtained by dynamic programming with com-
plexity O(nk2).

Proof. Observe from Lemma 3 that the expected energy
incurred by any voltage in a sequence to execute a task is
related to the failure probability of the voltage itself as well
as that of the immediately preceding voltage in the sequence.
Hence, to determine the optimal voltage sequence to execute
each task, we can establish the following dynamic program:

E(
−→
Ti , L

∗
s(Ti))

= cs + (1− ps)E∗(Vs,
−−→
Ti+1) + min

s<`≤k

{
E(
−→
Ti , L

∗
` (Ti))

−c` − (1− p`)E∗(V`,
−−→
Ti+1) + ps (os,` + c`)

+(ps − p`)E∗(V`,
−−→
Ti+1)

}
= cs + (1− ps)E∗(Vs,

−−→
Ti+1) + min

s<`≤k

{
E(
−→
Ti , L

∗
` (Ti))

+psos,` + (ps − 1)
(
c` + E∗(V`,

−−→
Ti+1)

)}
for 1 ≤ i ≤ n− 1 and

E(
−→
Tn, L

∗
s(Tn))

= cs + min
s<`≤k

{
E(
−→
Tn, L

∗
` (Tn))− c` + ps (os,` + c`)

}
= cs + min

s<`≤k

{
E(
−→
Tn, L

∗
` (Tn)) + psos,` + (ps − 1)c`

}
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for i = n. The optimal voltage sequence L∗s(Ti) for each task
Ti is constructed as L∗s(Ti) = 〈Vs, L

∗
l′(Ti)〉, where l′ yields the

minimum value of E(
−→
Ti , L

∗
s(Ti)) in the two equations above.

The dynamic program is initialized with E(
−→
Tn, L

∗
k(Tn)) =

ck and L∗k(Tn) = 〈Vk〉. For 1 ≤ i ≤ n − 1, it is initialized

with E(
−→
Ti , L

∗
k(Ti)) = ck + E∗(Vk,

−−→
Ti+1) and L∗k(Ti) = 〈Vk〉.

For each task Ti, starting from i = n, we first compute

E(
−→
Ti , L

∗
s(Ti)) and construct L∗s(Ti) for all s = k − 1, k −

2, · · · , 1. Then, for all 1 ≤ h ≤ k, we need to compute the op-
timal expected energy to execute the subchain Ti ≺ · · · ≺ Tn

when task Ti−1 terminates at voltage Vh:

E∗(Vh,
−→
Ti) = min

1≤s≤k
{oh,s + E(

−→
Ti , L

∗
s(Ti)}

and the optimal voltage sequence to execute task Ti when
task Ti−1 terminates at voltage Vh:

L∗(Vh, Ti) = L∗s′(Ti)

where s′ = arg min1≤s≤k{oh,s+E(
−→
Ti , L

∗
s(Ti)}. After that, we

can move on to task Ti−1. The optimal expected energy to ex-
ecute the entire chain with preset voltage Vp is then given by

E∗(Vp,
−→
T1), and we start executing the first task with voltage

sequence L∗(Vp, T1). Again, the above formulation ensures
the optimal sequence for each task ends with the nominal
voltage Vk, so all tasks are guaranteed to be completed.

For the complexity, the computation of both E(
−→
Ti , L

∗
s(Ti))

and E∗(Vh,
−→
Ti) for each task Ti takes O(k2) time, and it is

clearly linear in the number of tasks.

4. EVALUATION
In this section, we numerically evaluate the performance of

the proposed dynamic programming solutions. We instanti-
ate the application workflow with matrix multiplication and
perform error detection (and correction) with ABFT.

4.1 Application workflow
Consider the blocked version of the inner-product algo-

rithm for computing the matrix product C = A×B, where A
and B are square matrices of size m×m. The block size is b,
and the matrices are partitioned into dm

b
e2 blocks (or subma-

trices). Assuming that all elements of matrix C are initialized
to zero, the following shows the sequential implementation of
the algorithm:

for i = 1 to dm
b
e do

for j = 1 to dm
b
e do

for k = 1 to dm
b
e do

Ci,j ← Ci,j +Ai,k ×Bk,j

which forms a chain of n = dm
b
e3 tasks with each task incur-

ring O(b3) multiply-add operations. The block size b is chosen
so as to enforce maximal cache re-use during the computa-
tion of one task. Setting b too small, however, incurs a larger
overhead in loading and storing the data, thereby reducing
the efficiency of the computation.

4.2 Algorithm-based fault tolerance
Algorithm-based fault tolerance (ABFT) is a technique de-

veloped by Huang and Abraham [5] to detect, locate and
correct errors in matrix operations with low computational
overhead. The idea is to add redundancy to the matrices in
the form of checksums, which have been shown to be con-
sistently maintained during the computation of many matrix

operations. The following demonstrates the encoding scheme
for the matrix multiplication C = A×B.

First, define the column checksum matrix of matrix A as

Ac :=

(
A
eTA

)
, where e = [1 1 · · · 1]T is an all-one col-

umn vector. Define the row checksum matrix of matrix B as
Br :=

(
B Be

)
. Finally, define the full checksum matrix of

matrix C as Cf :=

(
C Ce
eTC eTCe

)
. Instead of multiplying

the original matrices A and B, we multiply the checksum ma-
trices Ac and Br, which produces the full checksum matrix
Cf as follows:

Ac ×Br =

(
A
eTA

)
×
(
B Be

)
=

(
AB ABe
eTAB eTABe

)
=

(
C Ce
eTC eTCe

)
= Cf

Suppose an error has occurred during the above computa-
tion, then the checksum property in matrix Cf will no longer
be satisfied, which can be easily detected by recomputing the
checksums of Cf and comparing them to the results in the
matrix product. Moreover, if only one error has occurred,
then exactly one row and one column will violate the check-
sum property. In this case, we can locate the error (at the
intersection of the inconsistent row and inconsistent column)
and then correct it (by reversing the checksum computation).
The same encoding scheme also works for matrix addition,
thus we can apply it to detecting and (possibly correcting
some) errors after each iteration of the blocked algorithm
shown in the Section 4.1.

The overhead of performing ABFT on matrix blocks of
size b, including the computation of the checksums them-
selves, the extra computation during the multiplication, and
the error detection and correction, takes O(b2) operations,
which is much lower than the O(b3) operations in the matrix
multiplication for reasonable block sizes.

4.3 Evaluation setup
This section describes the various parameters used to in-

stantiate the model. In the evaluation, we assume that timing
errors occur only in the ALU, while the memory is protected
and is thus error-free.

Matrix parameters.
We set the dimension of the matrices to be m = 16384, and

vary the block size b in the evaluation. The maximum block
size is set to be 256 for cache efficiency. The number of tasks
is thus n = dm/be3 = d16384/be3. For fault tolerance, the
matrices are protected by the ABFT scheme described above.
Hence, the computation of each task requires w = b(b+1)2+σ
operations, where σ denotes the overhead of initiating the
matrix multiplication, which essentially prevents the use of
very small blocks. In the evaluation, the overhead is assumed
to be equivalent to multiplying two matrices of size 8×8, i.e.,
σ = 83 = 512. The time to compute each task is therefore
t = τ · w/η, where τ = 1/f denotes the time to do one
cycle at frequency f and η denotes the percentage of the
peak processor performance that can be efficiently utilized.
Since optimized matrix multiplication codes are known to be
efficient, we set η = 0.8 in the evaluation.

Platform setting.
We adopt the set of voltages and the associated failure

probabilities due to timing errors measured in [4] for a field-
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Figure 1: Set of voltages of an FPGA multiplier block and
the associated error probabilities measured on random inputs
at 90MHz and 27◦C [4].

programmable gate array multiplier block at f = 90MHz and
27◦C. Figure 1 shows the set V of available voltages, as well

as the error probability p
(1)
` of each voltage V` ∈ V when

performing a single operation on a random input. We take
the zero margin voltage 1.54V that produces no error for all
inputs as the nominal voltage Vk. As some errors can be
corrected by hardware recovery mechanisms with little extra
overhead, such as the technique reported in [4], they will
not show up at the application level. Hence, we scale the
associated error probability of each voltage by a factor of γ,
which will be varied as a parameter in the evaluation. For any
voltage V` ∈ V, the probability of having at least one error
in the computation of a task with w operations can therefore

be computed as p` = 1− (1− p(1)` /γ)w.

Energy cost.
The dynamic power consumption of microprocessors is typ-

ically modeled as P (V, f) = αfV 2 [1, 9], where α denotes the
effective capacitance, f the frequency, and V the operating
voltage. By scaling the unit of power, we can assume wlog
that αf = 1 under a fixed frequency. Hence, for a given volt-
age V` and a block size b, the energy consumed to execute
one task can be computed as c` = V 2

` t, where t is the time to
execute the task. Note that we ignore the energy cost due to
the O(b2) load and store operations in order to execute the
task, which is incurred regardless of the execution algorithm.

The energy consumption to switch the operating voltage is
assumed to be a linear function of the difference between the
starting voltage and ending voltage. We model the switching
energy as

o`,h =

{
0, if ` = h

β · |V`−Vh|
Vk−V1

otherwise
(4)

where β denotes the cost to switch between the nominal volt-
age Vk and the lowest possible voltage V1. In the evaluation,
we will vary β to capture the relative cost of voltage switching
compared to computing.

4.4 Evaluated algorithms
We evaluate the following algorithms and compare their

performance. For all algorithms, the preset voltage is set to
be the nominal voltage to begin the computation.
• N-Voltage: This is the baseline algorithm that applies

near-threshold computing and always uses the nominal
voltage Vth = Vk to execute all the tasks. Since many
systems operate at a much higher supply voltage Vdd

than the nominal voltage, their energy consumption is

at least as high as the N-Voltage algorithm.
• DP1-detect & DP1-correct : These two algorithms use

the dynamic program for a single task described in Sec-
tion 3.1. Specifically, they apply the optimal sequence
of voltages computed for one task to all the tasks in the
chain. The expected energy consumption can be com-
puted iteratively based on Equation (3). DP1-detect
uses ABFT for error detection, and in case of error
it re-executes the task with a higher voltage. DP1-
correct also does error correction if exactly one error is
detected, so that re-execution is not necessary in that
case. If more than one error occurs, then DP1-correct
also re-executes the task.
• DPn-detect & DPn-correct : These two algorithms work

similarly as the previous ones, using ABFT for error de-
tection and correction, but they make direct use of the
dynamic program for a chain of tasks described in Sec-
tion 3.2. Hence, they are able to better take switching
costs into account than DP1-detect & DP1-correct .

Due to the additional checksums in ABFT, the number of
operations needed to execute each task in the DP-based algo-
rithms is b(b+1)2 instead of b3. Because the DPn-correct and
DP1-correct algorithms are able to correct up to one error,
the failure probability of a voltage V` becomes the probabil-
ity of having at least two errors in the execution, which for a
task with w operations can be computed as

p` = 1−

(
1−

p
(1)
`

γ

)w

−

(
w

1

)(
1−

p
(1)
`

γ

)w−1
p
(1)
`

γ
·

Since computational errors in matrix multiplications do not
propagate, the above probability is a pessimistic estimation:
indeed, more than two errors can be corrected if they happen
to occur on the same element in matrix C. The extra over-
head to correct an error is simply one additional operation.

4.5 Evaluation results
We now present the evaluation results. The first set of

experiments is devoted to the evaluation of the algorithms
when the voltage switching cost β is set to zero, and the
probability scaling factor γ is fixed at 10.

Impact of block size b.
Figures 2(a) and 2(b) present the impact of block size b

on the expected energy consumption. Figure 2(a) shows that
using a small block size dramatically increases the energy
consumption. This is partly due to the extra computation of

ABFT, which reaches 13%
(

= (16+1)2−162

162

)
of the total com-

putation when b = 16, and partly due to the extra overhead
needed to handle the increasing number of blocks. For larger
block sizes, the overhead becomes negligible and the energy
consumption of the N-Voltage algorithm, which does not need
ABFT, remains almost constant.

Surprisingly, the energy consumption of the DP algorithms
does not seem to be much affected neither. In fact, decreasing
the block size decreases the number of computations needed
to execute one task, and thus the probability of failure. Then
the algorithms can choose lower voltages, which saves energy,
but the overhead of ABFT associated with smaller blocks in-
creases. These gain and loss cancel out, so the energy con-
sumptions of these algorithms remain quite stable as long as
the block size b is not too small.

Figure 2(b) shows the normalized energy consumption of
the algorithms with respect to the baseline algorithm N-Voltage.
The DPn-correct algorithm, which can tolerate one error, is
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Figure 2: Impact of b and γ on the expected energy consumption for zero voltage switching cost. Only the results for the
DPn-correct algorithm are shown in (c).
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Figure 3: Failure probabilities for one task under different
block sizes and voltages.

less likely to fail than the DPn-detect algorithm under the
same voltage. This ability enables it to either choose a lower
voltage while maintaining the same error probability, or use
the same voltage while undergoing fewer failures. Both cases
lead to savings in energy, between 5-10% in the experiment
depending on the block size. Note that the DP1 and DPn

algorithms yield the same energy consumption when the volt-
age switching cost is zero. In fact, the optimal sequence of
voltages for one task turns out to be the same for all the tasks,
which is the result of not having to pay the cost needed to
reset the voltage after the completion of each task.

To better understand the performance of the algorithms,
we plot in Figure 3 the failure probability of a single task
under different voltages and block sizes. It shows that, for
a given block size, there is at least one voltage below the
nominal voltage with a failure probability that is low enough,
so that the nominal voltage itself is almost never needed: the
execution of a task will almost always succeed at a lower
voltage. Therefore, the DP algorithms always yield better
energy consumptions than the N-Voltage algorithm, as shown
in Figure 2(b). This is only true for small block sizes (e.g.,
up to b = 256). For larger block sizes, such as b = 1024, only
the nominal voltage can guarantee a failure-free execution.

Impact of probability scaling factor γ.
Figure 2(c) presents the effect of γ on the expected energy

consumption of the DPn-correct algorithm. Recall that γ is
used to scale the error probabilities of the available voltages

given in Figure 1 in order to account for the error-handling
ability of the hardware. When γ equals 1, the probabilities
are actually equal to the ones measured in [4]. Although
it represents a pessimistic configuration, our algorithm still
yields about 5% improvement over the N-Voltage algorithm.
Higher values of γ offer more optimistic settings owing to
better hardware error-handling technologies. This allows our
algorithm to use lower voltages thus to save more energy.
In particular, DPn-correct is able to achieve nearly 15% en-
ergy saving compared to the baseline algorithm if there is
a thousand-fold reduction in the failure probability of any
single operation.

Impact of voltage switching cost β.
The second set of experiments focuses on the evaluation

of the algorithms with non-negligible voltage switching costs.
Figures 4(a) and 4(b) present the impact of voltage switch-
ing costs on the expected energy consumption of the algo-
rithms under different block sizes. These figures are simi-
lar to Figures 2(a) and 2(b), except that the voltage switch-
ing cost between nominal and minimal voltages has been set
to be equivalent to the energy consumed to multiply two
32 × 32 matrices at the nominal voltage without overhead,
i.e., β = V 2

k · τ · 323/η. This is large enough to have an
impact on the behavior of the algorithms.

Remember that the execution starts at the nominal volt-
age, so in order to lower the voltage for the first time, it
is mandatory to pay some voltage switching cost. For the
DP1 algorithms, designed for a single task, it might not be
beneficial to lower the voltage. This is especially true for
small tasks, where the ratio between voltage switching cost
and computation is relatively high. As a result, they tend to
stick to the nominal (or a high) voltage, leading to more en-
ergy consumption. On the other hand, the DPn algorithms
consider the execution of the entire chain for deriving the
optimal solution. In this case, the high voltage switching
cost is amortized over all tasks. Hence, these algorithms will
continue to explore the lower voltages, which, according to
Figure 3, can still enjoy a good success probability for small
tasks. Note that the N-Voltage algorithm never switches volt-
ages and thus is not affected by the voltage switching cost.

Lastly, Figure 4(c) presents the impact of β when the block
size is fixed to be b = 128. In particular, it shows the thresh-
old values of β for which the DP1 algorithms will stop explor-
ing lower voltages and stick to the nominal voltage instead.
By using the nominal voltage, they consume more energy
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Figure 4: Impact of b and β on the expected energy consumption. In (a) and (b), the voltage switching cost is equivalent to
the energy consumed to multiply two 32× 32 matrices at nominal voltage without overhead, i.e., β = V 2

k · τ · 323/η.

and become worse than the DPn algorithms, or even the N-
Voltage algorithm because of the ABFT overhead. The result
shows that for small voltage switching costs, both DP1 and
DPn yield the same energy, but as soon as the switching cost
reaches a threshold, only the more advanced DPn algorithms
are able to provide energy savings.

5. CONCLUSION
In this paper, we have proposed a software-based approach

for reducing the energy consumption of HPC applications.
The approach exploits dynamic voltage overscaling, which
aggressively lowers the supply voltage below the nominal volt-
age. Because this technique introduces timing errors, we have
used ABFT to provide fault tolerance for matrix operations.
Based on a formal model of timing errors, we have derived
an optimal polynomial-time solution to execute a linear chain
of tasks. The evaluation results obtained for matrix multi-
plication demonstrate that our approach indeed leads to sig-
nificant energy savings compared to the standard algorithm
that always operates at (or above) the nominal voltage. The
approach seems quite promising, and we plan to extend it to
deal with other scientific application workflows.
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