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Abstract—The emergence of multi-core computers has led to
explosive development of parallel applications and hence the
need of efficient schedulers for parallel jobs. Adaptive online
schedulers have recently been proposed to exploit the multiple
processor resource and shown good promise in theory. To verify
the effectiveness of these parallel schedulers, it will be reassuring
to test them extensively with various parallel workloads. Unfor-
tunately it is still unknown how the job mixes will eventually
evolve for multi-core computers; moreover, it is also non-obvious
how the parallelism of a typical job will look like. To evaluate
the dynamic behaviors of an adaptive scheduler under various
scenarios, an ideal workload model for schedulers should thus
allow the user to vary parallelism profiles of individual jobs as
well as the job arrival patterns. In this paper, we present a tool
called Malleable-Lab, which models malleable parallel jobs by
extending the traditional moldable job models. Instead of gen-
erating a completely random parallelism, which does not allow
clear account of the request-allocate responses, we identify several
generic patterns of parallelism variations in parallel programs.
Using Malleable-Lab we have evaluated two feedback-driven
adaptive schedulers, namely, AG-DEQ (Adaptive-Greedy-DEQ)
and ABG-DEQ (Adaptive B-Greedy-DEQ), and the well-known
scheduler EQUI (Equi-partition). The results reveal that both
feedback-driven schedulers outperform EQUI, but on the other
hand suffer from high sensitivity to the scheduling overhead. We
also found that ABG-DEQ exhibits better transient responses and
stability than AG-DEQ. In conclusion, the tool has enabled us to
analyze various aspects of the performance of online schedulers,
and we have gained valuable insights for adaptive scheduling of
parallel jobs on multiple processors.

I. INTRODUCTION

The emergence of multi-core computers has led to explosive
development of parallel applications and hence the need of ef-
ficient schedulers for parallel jobs. Adaptive online schedulers
have recently been proposed to exploit the multiple processor
resource [1], [2], [3] and they have shown good promise in
theory. To verify the effectiveness of these parallel schedulers,
it will be reassuring to test them extensively with various
parallel workloads. Unfortunately it is still unknown how the
job mixes will eventually evolve for multi-core computers;
moreover, it is also non-obvious how the parallelism of a
typical job will look like. An ideal parallel workload model for
schedulers should thus allow the user to vary the parallelism
profiles of individual jobs as well as the job arrival patterns.
With the adaptive schedulers, there is a special need to test
the responsiveness and stability of a given request-allocate
cycle. This need arises because, with adaptive schedulers, the

allocation of processors to the jobs is typically done on a
periodical basis: the individual jobs request processors based
on the need and/or utilization in the past scheduling quantum,
and the operating system allocator determines the allotment
based on the requests and available resource.

According to the classification by Feitelson, the parallel
workload model is generally divided into three types, namely,
rigid jobs (which require a fixed number of processors), mold-
able jobs (where the jobs can run on an arbitrary number of
processors at launch time) and malleable jobs (where the jobs
can run on an arbitrary number of processors dynamically) [4].
The existing parallel workload models such as Feitelson96 [5],
Jann97 [6] and Lublin03 [7] belong to rigid job models and
thus lack flexibility in generating jobs with internal parallelism
variations. Other parallel workload models are known as
moldable models such as Downey97 [8] and Cirne01 [9],
which estimate the speedup of a parallel job as a function
of its average parallelism and its variance. Downey’s model,
however, only provides two simple hypothetical parallelism
profiles with low and high variance in parallelism and thus
lacks information about the internal parallelism characteristics
of the parallel applications. Based on the statistical analysis
of a survey concerning many users’ experiences with parallel
machines like IBM SP2, Cirne and Berman [9] provided a
more comprehensive moldable job model by taking the parti-
tion size of the workload into account. However, this model
uses a similar speedup function as Downey’s [8], and also
does not consider the job’s internal parallelism variations. To
model the internal job structure, a flexible hierarchical model
was proposed by Calzarossa et al. [10] and further extended
by Feitelson and Rudolph [4]. At the higher level, a rigid job
model is generated from actual workload logs, which provide
the external characteristics of parallel jobs such as arrival
patterns, work requirements, and average parallelism, etc.
Further processing at the lower level adds internal structures
to the jobs while maintaining their external properties, such as
arrival patterns, work requirements, and average parallelism,
etc. Unfortunately, Feitelson provides only two basic internal
structures of fork/join and workpile jobs.

In this paper, we present a tool called Malleable-Lab, which
models malleable parallel jobs by extending the traditional
moldable job models and using a similar hierarchical approach
as Feitelson. To represent diverse parallelism variations, we
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Fig. 1. (a) Seven different types of parallelism variation curves specified by Step, Log, Poly(II), Ramp, Poly(I), Exp, Impulse functions. (b) Seven parallelism
variation curves with each one having the same work and length, hence the the same average parallelism.

identify a set of generic internal job structures, which can be
mixed flexibly to capture a wide range of running patterns
of parallel programs. Using Malleable-Lab, we evaluate two
feedback-driven adaptive schedulers that respond to a job’s
parallelism variations, namely, AG-DEQ (Adaptive-Greedy-
DEQ) [1], [11] and ABG-DEQ (Adaptive B-Greedy-DEQ)
[3], and the well-known scheduler EQUI [2], [12], which is
oblivious to job’s parallelism variations. The results reveal that
both feedback-driven schedulers achieve better performance
than EQUI, but suffer from high sensitivity to the scheduling
overhead. Using Malleable-Lab, we also found that ABG-DEQ
exhibits excellent transient responses and stability, much better
than AG-DEQ. In conclusion, the tool enables us to analyze
various aspects of the performance of online schedulers, and
we can gain valuable insights for adaptive scheduling of
parallel jobs on multiple processors.

II. MALLEABLE PARALLEL JOB MODELING

Many parallel job models exist but very few of them allow
generating malleable parallel jobs, which take the internal
parallelism variations of the jobs into account. This kind
of malleable job model, however, is essential to evaluating
adaptive scheduling algorithms whose performance is largely
determined by the parallelism variations.

In Malleable-Lab, we present a flexible malleable parallel
job model based on traditional moldable job models and use
the hierarchical approach, proposed by Calzarossa et al. [10]
and extended by Feitelson and Ruldoph [4], for modeling
internal job structures. A hierarchical approach helps to reduce
the complexity of building parallel workload by decoupling the
modeling process into separate levels. At the higher level, jobs
are created based on workload logs, which provide external
information such as arrival patterns, work requirements, and
average parallelism, etc. In this level we integrate existing job
models, such as Downey97 [8] and Cirne01 [9], to generate
jobs. At the lower level, we propose a framework to construct
the malleable jobs by filling in different internal structures
which describe the job’s parallelism variations over time. It is

generally difficult to describe overall parallelism variations of
a job, but it is possible to identify segments of the job with
specific parallelism structures. In our framework we divide a
job into a series of phases and each phase is specified by its
internal structure described by several parameters representing
the phase’s type, degree of parallelism, work requirement, etc.
In our model, these parameters are used to control the form
of internal parallelism variation and maintain consistency with
the external models. Finally, we mix these different internal
structures or parallelism variation curves to create a diverse
set of parallelism profiles for malleable jobs.

The key task of our framework is how to capture the internal
parallelism variations of parallel programs over time. To
achieve that, we identify several generic forms of parallelism
profiles instead of using completely random parallelism, which
can not describe precisely the running patterns of parallel
programs. Specifically, we identify seven generic forms of
distinct parallelism variation curves, which are specified by
Step, Log, Poly(II), Ramp, Poly(I), Exp and Impulse functions,
as shown in Figure 1a. These various profiles, which can
be further adjusted with different parameters, provide a com-
prehensive coverage of the parallelism dynamics in different
phases: the Step profile describes the more stable parallelism
requirement in a given period of time; the Impulse profile
represents the drastic variation of parallelism in instant time;
the Ramp profile describes linear increasing parallelism; the
Exp, Log and two kinds of Poly profiles describe sub-linear
and super-linear changing parallelism, respectively. Moreover,
these different parallelism variation curves can reflect a wide
range of real parallel program running patterns. For instance,
the Impulse profile can emulate a drastic one-off increase
in parallelism typically encountered in, e.g., a short parallel
FOR loop, while the Step profile can represent a more stable
data-parallel section of the job. The Ramp profile as well as
other profiles can model increases in the job’s parallelism with
different rates for spawning parallel threads. Figure 2 demon-
strates several ideal running parallelism patterns through real
parallel program segments for Step, Ramp, Poly(I) and Exp



Fig. 2. Sample parallel program segments and their corresponding parallelism variation over time.

profiles. In the figure, function F0() represents a thread with
a large amount of computation invoked repeatedly by four
different functions constructing the given parallelism profiles.
As shown in the figure, function F1() consists of a fully
parallelized FOR loop without interdependency profiling the
Step curve; functions F2(), F3() and F4() recursively spawns
themselves and other threads with different calling patterns,
hence creating various rates of increasing parallelism.

These various internal parallelism profiles provide a flexible
way to construct malleable jobs whose parallelism changes
with time. However it is also a challenge to maintain con-
sistency with the original moldable job model. In Malleable-
Lab implementation, we provide a basic way to maintain such
consistency and ensure that all kinds of internal variation
curves are coherent with each other. To realize that, we
generate the required work, average parallelism and phase
length for all parallelism variation curves. Specifically, we
combine a pair of increasing and decreasing profiles together
to create a basic parallelism variation block, as shown in
Figure 1b. We first generate the Step profile which ensures that
the work and the average parallelism adhere to those initially
generated from the higher level. Secondly, other parallelism
variation blocks are derived from the Step profile by varying
the degree of internal parallelism curve but with the same
phase length and work. Therefore, the aggregation of these
different variation curves for a job is ultimately consistent with
the original moldable one. We should mention that there also
exist other ways, such as keeping the same peak parallelism
for each type of variation curve but varying their phase work.

These flexibilities allow us to construct malleable workloads
with different characteristics which are essential to evaluate
the practical performance of adaptive online schedulers.

III. TRANSIENT RESPONSE OF ADAPTIVE SCHEDULING

Adaptive online schedulers have recently been proposed
to exploit the multiple processor resource [1], [2], [3], and
they have shown good promise in theory, but they are seldom
verified in practice due to the lack of suitable tools. Malleable-
Lab, which provides malleable workload with a comprehen-
sive set of internal parallelism variations, is more suitable
for analyzing adaptive schedulers that dynamically allocate
processors to jobs at run time. One benefit of this tool is
to reveal how fast and how accurately an adaptive scheduler
responds to a specific parallelism variation. We refer to such
instantaneous reaction to the parallelism variation as transient
response of the adaptive scheduler, which provides insights
on its performance in practice. In this section, we introduce
two feedback-driven adaptive scheduling strategies, which are
known as AG-DEQ [11] and ABG-DEQ [3]. Both algorithms
allocate processors to jobs in a non-clairvoyant manner, since
generally an algorithm does not have access to the charac-
teristics of the jobs, such as their work, parallelism, etc. For
these feedback-driven adaptive schedulers, the processors are
(re)allocated to jobs periodically in scheduling quanta based on
each individual job’s processor request as well as the operating
system’s allocation policy. In this section, we briefly describe
the two algorithms followed by their transient responses.
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Fig. 3. Transient responses of ABG-DEQ and AG-DEQ with respect to (a) Step, (b) Log, (c) Poly(II), (d) Ramp, (e) Poly(I) and (f) Exp parallelism profile.

A. Two Adaptive Schedulers

- AG-DEQ [11]: Each individual job scheduled by AG-
DEQ makes a processor request to the operating system for
the next scheduling quantum based on its processor utilization
in the current quantum. Under ideal allocation, where all re-
quests are satisfied, if the processor utilization in a scheduling
quantum reaches a certain threshold, say 80%, the quantum
is considered as efficient; otherwise, it is inefficient. If the
current quantum is efficient, the processor request for the
next quantum will then increase by a factor of 2; it will

decrease by a factor of 2 if the current quantum is inefficient.
Based on the processor request from each job, the operating
system then allocates processors based on DEQ (Dynamic
Equi-partitioning) policy [13], which attempts to allocate an
equal share of processors to each job, but never allocates more
processors to a job than requested. The surplus processors will
be given to the other jobs with higher processor requests, if
any.

- ABG-DEQ [3]: Unlike AG-DEQ, whose processor re-
quests only respond discretely (by a factor of 2 each time)



with respect to the variations in a job’s parallelism, the request
of ABG-DEQ attempts to be more representative of the job’s
immediate parallelism by setting its processor request for
the next quantum directly to the job’s average parallelism in
the current quantum. Upon receiving the processor requests,
the operating system uses DEQ policy as well to allocate
processors. Note that both AG-DEQ and ABG-DEQ set the
initial processor request when the job is first scheduled to 1.

B. Transient Response

We now study the transient responses of the two adaptive
schedulers using Malleable-Lab. Figure 3 demonstrates the
transient response of AG-DEQ and ABG-DEQ on six generic
forms of parallelism profiles (The transient response of the
Impulse profile is similar to that of the Step profile and
hence is not shown.) In the figure, each profile has the same
work, phase length, and average parallelism. The length of the
scheduling quantum is set to 1/5 of the phase length, which
is scaled in the figures to restore the original parallelism vari-
ation. In addition, we add sequential phases before and after
each profile such that the processor requests of both schedulers
will start and end at a steady state with value of 1. As can
be seen in these figures, the two adaptive schedulers exhibit
different transient responses with respect to these parallelism
variation while their requests are satisfied by the operating
system at all time. For the Step profile, AG-DEQ is able to
gradually catch up with the parallelism change but suffers from
request instability when the parallelism remains constant. In
contrast, ABG-DEQ rapidly approaches the parallelism within
a quantum, and thereafter provides stable requests by directly
utilizing the average parallelism of the job. For the other
profiles, both AG-DEQ and ABG-DEQ are able to respond
gradually to the parallelism variations with ABG-DEQ in
general following more closely the changes of the parallelism
and thus taking shorter time to reach steady state. Using
Malleable-Lab we found that ABG-DEQ has more effective
processor requesting strategy, which suggests that it probably
performs better than AG-DEQ in practice. We will verify
this claim in the next section through more comprehensive
simulations.

IV. PERFORMANCE EVALUATION OF ADAPTIVE
SCHEDULING

In this section, we focus on evaluating the performance
of these online adaptive schedulers using Malleable-Lab. We
develop a simulator by integrating the malleable job model
proposed previously to generate the parallel jobs, based on
Downey’s job model at the high level with the same parameters
as set in [8], while we set the system load proportionally
to arrival rate of the jobs. We compare two feedback-driven
adaptive schedulers AG-DEQ, ABG-DEQ and the well-known
scheduler EQUI, which shares the total number of processors
equally among all running jobs in the system. We first evaluate
the impacts of different parallelism variations on ABG-DEQ,
AG-DEQ and EQUI in unconstrained environment where all
processor requests of each job are granted. This allows us

to evaluate the performances of adaptive schedulers under
a favorable circumstance, for otherwise the advantage of a
more efficient processor request calculation scheme can not be
reflected. Secondly, we simulate a system with 64 processors
and generate more realistic workloads, which construct mal-
leable jobs by mixing different internal profiles, to demonstrate
the performances of these schedulers. In this case the type
of parallelism variation curves of each phase is randomly
generated from seven profiles and the average parallelism
of each phase is chosen uniformly according to original job
model. To compare the performance of different adaptive
schedulers, we use the following metrics: average response
time, which is the elapsed time from when a job arrives for
scheduling to when it completes execution averaged over all
jobs, and average utilization, which is the percentage of well-
utilized processors averaged over all processors allocated to
the jobs.

A. Response Time

The impact of different parallelism variations on response
time ratio of ABG-DEQ, AG-DEQ are shown in Figure 4a,
which gives the average response time of the three schedulers
normalized by the average job length. We do not show
response time ratio of EQUI in this figure, since the response
time ratio of EQUI is approximately equal to 1 in this un-
constrained environment where the processor requests of each
job are granted. From the figure we can see that the response
time of ABG-DEQ is roughly related to the degree at which
the parallelism varies. Specifically, the Step profile contains
the more stable parallelism variation and therefore ABG-DEQ
has the better performance and the performances become
worse with steeper parallelism variations. We should point
out that although the Impulse profile has drastic parallelism
variation, ABG-DEQ has better response time since it can
easily capture its parallelism variation within one quantum
and the Impulse profile occurs less frequently. On the other
hand, the response time of AG-DEQ is relatively insensitive
to different parallelism variations because it is oblivious to
the types of internal parallelism variations. Figure 4a clearly
shows that ABG-DEQ achieves better response time ratio than
AG-DEQ. From the simulation results in this unconstrained
environment we can confirm that an adaptive scheduler with
better transient responses should be able to achieve superior
performances.

Figure 4b shows response time of three adaptive schedulers
under a range of workloads, which constructs malleable jobs
by mixing different internal profiles. From the figure, we can
learn that AG-DEQ and ABG-DEQ significantly outperform
EQUI with respect to response time. An obvious reason is that
both AG-DEQ and ABG-DEQ take advantage of the paral-
lelism feedback based on the information of execution history
while EQUI is oblivious to job’s parallelism and thus has bad
responsiveness. Only when the system has light workload with
a small number of jobs, EQUI shows its advantages because
in this case all the jobs can be easily satisfied on the given
processors. The simulation results demonstrate that feedback-
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Fig. 4. Response time of ABG-DEQ, AG-DEQ and EQUI on (a) seven different parallelism profiles in ideal, unconstrained environment and (b) a range of
workloads with mixed parallelism profiles.

Step Log Poly(II) Ramp Poly(I) Exp Impulse
0

0.2

0.4

0.6

0.8

1

1.2

U
til

iz
at

io
n

 

 

AG−DEQ
ABG−DEQ

(a)

0 0.5 1 1.5 2 2.5 3
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

U
til

iz
at

io
n

Load

 

 

EQUI
AG−DEQ
ABG−DEQ

(b)

Fig. 5. Utilization of ABG-DEQ, AG-DEQ and EQUI on (a) seven different parallelism profiles in ideal, unconstrained environment and (b) a range of
workloads with mixed parallelism profiles.

driven adaptive schedulers are more effective in situations
where many parallel jobs with different parallelism variations
are competing for limited processor resources. Moreover,
Figure 4b also shows that the performance of ABG-DEQ is
always better than that of AG-DEQ, which is again due to the
more effective processor request feedbacks of ABG-DEQ.

B. Utilization

Figure 5a shows the utilization of ABG-DEQ, AG-DEQ
with respect to different internal parallelism variation profiles.
Since processors allotted by EQUI are largely wasted in
the unconstrained environment, the utilization of EQUI is
approximately equal to zero and thus we do not show it in this
figure. As can be seen from the simulation results utilizations
of two feedback-driven schedulers are significantly impacted
by different internal parallelism profiles. In general, smoother
parallelism variations tend to give better utilization. From the
figure we can clearly see that ABG-DEQ achieves a higher
utilization (more than 90%) for the jobs with Step variation
and it is also more sensitive to different internal parallelism
variations. AG-DEQ, as shown in the figure, is also similar to

ABG-DEQ but impacts of parallelism variations are less.

The simulation results conducted for a range of workloads,
as shown in Figure 5b, reveal that the utilization of EQUI
is significantly influenced by the system load while ABG-
DEQ and AG-DEQ are relatively stable. Specifically when
the system has light load, where few jobs exist in the system,
EQUI has the worst utilization since it is blind to the paral-
lelism and equally allocates all the processor resource to each
job which eventually leads to wasting many processor cycles.
Only when the system has high load with a large number
of jobs, EQUI shows its advantages because in this case all
the jobs cannot get enough processor resources although they
may have widely changing parallelism. In addition, Figure
5b shows that the utilization of ABG-DEQ is always better
than that of AG-DEQ, which is again because of the more
effective response to the parallelism variation by ABG-DEQ.
The simulation results reconfirm that adaptive schedulers with
good transient response to parallelism variation can achieve
better utilization.
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Fig. 6. Impacts of overhead on ABG-DEQ, AG-DEQ and EQUI with respect to response time and utilization

C. Impacts of overhead on adaptive schedulers

Using Malleable-Lab, we also conduct a set of simulations
to demonstrate the impacts of system overhead on adaptive
schedulers. We capture the number of processor reallocations
during running time, which are used to measure the real-
location overheads. The response time and utilization of a
job under a particular scheduler are then increased by an
additive factor γ ·χ, where χ denotes its number of processor
reallocations and γ depends on the system’s physical overhead
for context switching. Figure 6 shows the response time ratio
and utilization ratio of ABG-DEQ and AG-DEQ by comparing
them with EQUI. From the figures we can see that although
both ABG-DEQ and AG-DEQ achieve better performance
than EQUI under most system loads, the two feedback-driven
scheduling strategies exhibit degraded performances when
the scheduling overhead increases. The reason is that both
feedback-driven schedulers adaptively adjust the processor
allotment to catch up with internal parallelism variations over
time and thus suffer from high sensitivity to the scheduling
overhead. On the other hand, the overhead impact on EQUI is
less since it only introduces the scheduling overhead when a
job finishes or completes. From the simulation results, we can
also learn that the response time of ABG-DEQ and AG-DEQ
becomes worse than EQUI under light to medium loads, espe-

cially when the cost of processor reallocations becomes higher.
In contrast, the utilization of ABG-DEQ and AG-DEQ is better
than EQUI in this case since feedback-driven schedulers can
adaptively adjust the processor requests according to internal
parallelism variations. This again demonstrates that the two
feedback-driven schedulers are able to provide more effective
processor requests. Under heavy system loads, however, the
processor requests tend to be deprived and the advantage of
feedback strategies diminishes since neither schedulers have
direct control over the processor allocations. Therefore, the
performances of all adaptive schedulers are similar in such
case.

V. CONCLUSION

In this paper, we present Malleable-Lab for evaluating
adaptive online schedulers, which provides a flexible malleable
job model based on traditional moldable workload for multiple
processors. This malleable job model represents a wide range
of running patterns of parallel programs and it is more
suitable for evaluating adaptive online scheduling policies
whose performance is sensitive to the internal parallelism
variations. Using Malleable-Lab we comprehensively studied
three adaptive online scheduling strategies and gained valuable
insights of them on multi-processor systems. Generally speak-



ing, feedback-driven schedulers work well but suffer from
the scheduling overhead. The proposed malleable job model
clearly captures the impact of different parallelism variations
on the performance of these adaptive schedulers. One of our
future work items is to further verify how closely these generic
forms of parallelism variations match the running patterns of
the real parallel programs. Another interesting direction is to
learn how to mix these generic forms, and other possible
parallelism variations, to best identify the characteristics of
evolving multi-core programs. We believe that such a tool
will eventually benefit creation and evaluation of innovative
adaptive schedulers.
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