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#### Abstract

Graph partitioning arises in many computational simulation workloads, including those that involve finite difference or finite element methods, where partitioning enables efficient parallel processing of the entire simulation. We focus on parallel geometric algorithms for partitioning large graphs whose vertices are associated with coordinates in two- or three-dimensional space on multi-core processors. Compared with other types of partitioning algorithms, geometric schemes generally show better scalability on a large number of processors or cores. This paper studies the scalability and sensitivity of two parallel algorithms, namely, recursive coordinate bisection (denoted by pRCB) and geometric mesh partitioning (denoted by pGMP), in terms of their robustness to several key factors that affect the partition quality, including coordinate perturbation, approximate embedding, mesh quality and graph planarity. Our results indicate that the quality of a partition as measured by the size of the edge separator (or cutsize) remains consistently better for pGMP compared to pRCB. On average for our test suite, relative to pRCB, pGMP yields $\mathbf{2 5 \%}$ smaller cutsizes on the original embedding, and across all perturbations cutsizes that are smaller by at least $\mathbf{8 \%}$ and by as much as $\mathbf{5 0 \%}$. Not surprisingly, higher quality cuts are obtained at the expense of longer execution times; on a single core, pGMP has an average execution time that is almost 10 times slower than that of pRCB, but it scales better and catches up at 32 -cores to be slower by less than $\mathbf{2 0 \%}$. With the current trends in core counts that continue to increase per chip, these results suggest that pGMP presents an attractive solution if a modest number of cores can be deployed to reduce execution times while providing high quality partitions.
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## I. Introduction

Long-running computational modeling and simulation workloads are typically executed on supercomputers using a large number of processors or cores to reduce the execution time that may otherwise be prohibitive. Many such workloads can be modeled as graphs, which are then partitioned recursively to provide a mapping of the application to the processors [26]. A key step concerns partitioning a graph into two subgraphs so that they ideally have equal size to balance the workloads and the fewest number of edges connecting them (small separator size or cutsize) to reduce data movement or communication.

Graph partitioning has been extensively studied by the literature. For general graphs, partitioning has been shown to be NP-complete [13], and hence many heuristic solutions have been developed (e.g., [1], [6], [18], [25]). When additional information is available, partitioning can become somewhat easier. For instance, in scientific computing, many problems have associated coordinate information, such as when numerically
solving partial differential equations (PDEs) on a mesh, and this is when geometric partitioning comes into play.

Geometric partitioning algorithms work on graphs whose vertices have associated coordinates in two or three dimensions, such as those involving finite difference or finite element methods. Parallel algorithms using line or plane separators, such as recursive coordinate bisection (RCB) [3], cartesian nested dissection (CND) [15] or Multi-Jagged [8] have been shown to provide good partition quality and scale well; the Zoltan library [4] for parallel RCB is well-established and used widely. Another algorithm called geometric mesh partitioning (GMP) that uses sphere separators was shown to be provably good for certain classes of well-shaped finite-element meshes [14], [23].

One limitation of geometric algorithms, however, is that not all graphs have associated coordinate information. For such graphs, multi-level partitioning algorithms, such as ParMetis [19] and Pt-Scotch [25], have good performance on a modest number of cores but do not scale well on higher core counts. Recently, the ScalaPart algorithm [20] was developed to combine the parallel scalability of RCB or CND with the higher partition quality typical of GMP and a broader applicability to arbitrary graphs without coordinates. ScalaPart is a multi-level method with graph embedding to impart coordinates, followed by geometric mesh partitioning with sphere separators and a geometric variant of the Fiduccia-Mattheyses method [11] to refine the separators and reduce cutsizes.

In this paper, we focus on graphs that have coordinates or associated embeddings to study the scalability and sensitivity of two parallel geometric algorithms RCB and GMP (henceforth denoted by pRCB and pGMP, respectively). We consider several factors that could impact their performance. For instance, the coordinates of a graph's vertices may originate from a physical process or a scientific simulation, and these coordinates may be subject to perturbations due to errors in measurement or the need to refine the mesh during the simulation. We are interested in how well parallel geometric algorithms scale with the number of cores in a system, and how their partition qualities are affected by coordinate perturbation and approximate embedding, as well as by other factors such as mesh quality and graph planarity. Such a study is instrumental in characterizing the parallel performance and robustness of the algorithms as well as their quality-performance trade-offs. The results will help not only in better utilizing these existing algorithms but also in the design of new parallel geometric schemes.

We conduct extensive experiments on a 32-core cluster using a set of sparse graph benchmarks with force-based embedding
and finite-element meshes. We compare the performance of pRCB as implemented in Zoltan, and pGMP as used in ScalaPart. The following summarizes our main findings:

- Scalability: pRCB is much faster than pGMP, especially on a single core (where pRCB is almost 10 times faster). This is due to its efficient implementation in Zoltan and RCB's simpler line/plane separators to partition the graphs. However, pGMP scales well with increasing number of cores and catches up at 32 cores to be slower by less than 20\%.
- Sensitivity: pGMP is generally more robust to perturbations of the graph geometry due to the use of more sophisticated sphere separators. Specifically, pGMP consistently outperforms pRCB in terms of the cutsize by at least $8 \%$ and by as much as $50 \%$ for different graph perturbations starting from an original embedding where pGMP is on average $25 \%$ better.
These results suggest that pGMP presents an attractive alternative to pRCB and a robust solution for partitioning large graphs from a modest number of cores with competitive parallel performance and high partition quality.

The rest of this paper is organized as follows. Section II provides the relevant background and a brief overview of the related work. Section III develops our evaluation methodology by discussing the factors that could affect the partitioning quality. The performance evaluation of pRCB and pGMP with respect to these factors are presented in Section IV. We summarize our findings and remark on future directions in Section V.

## II. Background and Related Work

Many graph partitioning algorithms have been developed, including multi-level methods, spectral methods and geometric methods, as well as their combinations [9]. This section gives a background of these methods and surveys the related work with an emphasis on the geometric algorithms.

## A. Graph Partitioning Problem

First, we briefly describe the graph partitioning problem to be considered: Given an unweighted and undirected graph $G=(V, E)$, where $V$ is the set of vertices, $E$ is the set of edges. For geometric algorithms, a set $C$ of two- or threedimensional coordinates corresponding to the set of vertices is also provided. We focus on sparse graphs with $|V|=N$ and $|E|=M$ such that $M$ is a small constant times $N$. Using a graph partitioning algorithm, we would like to partition the set of vertices $V$ into two disjoint subsets $V_{1}$ and $V_{2}$ of nearly equal size such that the total number of edges connecting the vertices in $V_{1}$ and the vertices in $V_{2}$ is minimized. In other words, $V_{1} \cup V_{2}=V, V_{1} \cap V_{2}=\phi$, and $\left|V_{1}\right| \approx\left|V_{2}\right| \approx \frac{1}{2}|V|$, with an edge separator $S$ whose cutsize $|S|$ is as small as possible, where $S=\left\{(i, j) \mid(i, j) \in E\right.$, and $\left.i \in V_{1}, j \in V_{2}\right\}$.

## B. Brief Overview of Different Partitioning Algorithms

Graph partitioning using multi-level methods has been proven to be very successful. These methods coarsen a graph in multiple steps, each of which preserves the graph's global structure, and the coarsest graph is partitioned. The graph is then uncoarsened,
and after each uncoarsening step, the partition is refined till a partition is obtained for the original graph [16]. ParMetis [19] and Pt-Scotch [25] are two popular implementations of parallel multi-level partitioning algorithms. Spectral methods provide another popular approach to partition graphs with many practical applications, such as computer vision and VLSI circuit design. These methods rely on computing the eigenvectors of the Laplacian matrix that correspond to the graph for defining a partition [10], [12], and this involves solving a relaxed constraint optimization problem. Spectral methods can produce high-quality partitions but are computationally expensive for computing the eigenvectors for large graphs [28]. This paper focuses on geometric methods, which work for graphs that have coordinates associated with the vertices in 2D/3D spaces [3], [4], [15], such as scientific computing problems that involve finite difference or finite element methods. If a graph does not already have associated coordinates, graph embedding can be applied to assign coordinates to them [17], [20]. The assigned coordinates can then be used to partition the graph. The rest of this section gives more details on embedding and geometric methods.

## C. Force-Based Graph Embedding

For graphs that do not have associated coordinates, forcebased embedding has been proven useful in providing coordinates to these graphs, such as the one proposed by Hu [17], which calculates attractive and repulsive forces for all the vertices of a graph and moves them iteratively in the direction of the net force. The attractive forces are applied only between the neighbors while the repulsive force of a vertex is exerted by all the other vertices in the graph. Specifically, for a graph $G=(V, E)$, the attractive force on a vertex $i \in V$ is $F_{a}(i)=\sum_{(i, j) \in E} \frac{\left\|c_{i}-c_{j}\right\|^{2}}{K}$ while the repulsive force is $F_{r}(i)=-\sum_{j \in V, j \neq i} \frac{C K^{2}}{\prod c_{i}-c_{j} \|}$, where $c_{i}$ and $c_{j}$ represent the coordinates of vertices $i$ and $j$, respectively, $\left\|c_{i}-c_{j}\right\|$ represents the geometric distance between the two vertices, and $C$ and $K$ are empirical constants [17]. Note that computing the repulsive forces is in fact $N$-body type of calculations and can therefore be approximated by using the Barnes-Hut approach [2].

## D. Recursive Coordinate Bisection

One geometric algorithm to partition a graph with associated or embedded coordinate information is to find the median of the coordinates in one of the dimensions. The vertices on one side of the median are assigned to one partition and the vertices on the other side are assigned to the other partition. If more partitions are required, this step is repeated recursively on each of the partitions. This algorithm, despite its simplicity, provides good results and is called recursive coordinate bisection (RCB) [3]. The Zoltan library [4] has implemented a parallel version of RCB to partition graphs with coordinate information, and the execution times have been shown to be less than those required by multi-level algorithms, such as ParMetis and Pt-Scotch. The partition quality produced by the multi-level methods, however, is generally better than the one produced by RCB .

## E. Geometric Mesh Partitioning

Another geometric algorithm called geometric mesh partitioning (GMP) has been shown to compute provably good partitions under certain assumptions regarding the mesh [14], [23]. GMP constructs sphere separators (as opposed to line or plane separators used in RCB ) by projecting the vertices of a graph onto the surface of a sphere in a higher dimension, computing a center point, selecting a random great circle through the center point and then projecting this great circle back to the original coordinate space to define a partition. A serial Matlab implementation of GMP is provided by [14], [23]. Recently, the ScalaPart algorithm [20] implemented a parallel multi-level version of GMP by combining it with FiducciaMatheyeses refinement [11] on the geometric band around the partition. It provides very high quality partitions in parallel over a large number of cores. Performing refinement in the band around the partition was first proposed in a multi-level algorithm by Pellegrini and Roman as part of the Scotch package [25], but the band they calculated was based on graph distance whereas ScalaPart computes the band using geometric distance.

## III. Evaluation Methodology

This section presents the methodology used to evaluate the performance of the following two parallel geometric partitioning algorithms.

- $p R C B$ : a parallel version of the recursive coordinate bisection algorithm [3] implemented in the Zoltan library [4]. It partitions a graph using line or plane separators.
- $p G M P$ : a parallel version of the geometric mesh partitioning algorithm [14], [23] developed as the ScalaPart algorithm [20]. It partitions a graph using multiple sphere separators and refines the partitions based on a geometric variant of the Fiduccia-Mattheyses method [11].
We motivate the study by discussing several factors in the following that could affect their performance.


## A. Number of Tries in pGMP and Performance Scalability

We first consider a parameter specific to pGMP, which uses a number of tries and on each try produces a different sphere separator. The ScalaPart algorithm [20] uses 7 tries by default and out of them it selects the top 3 in terms of cutsize and performs Fiduccia-Matheyeses refinement [11] in the band around the partitions. The best of the 3 partitions in terms of cutsize after the refinement is selected as the final partition.

In general, the quality of a partition produced by geometric mesh partitioning algorithms can be affected by the number of tries [14], [23]. Since pGMP is built upon these earlier work, it should also be sensitive to the number of tries. On the one hand, a larger number of tries produces more separators, increasing the search space and hence the probability of finding a better quality partition. On the other hand, using a larger number of tries increases the amount of computation and communication, and hence the execution time. In particular, for every try, pGMP first computes a partition in parallel and then evaluates the quality of that partition (also in parallel) by calculating the cutsize. The latter requires all the vertices to know on which side of the partition their neighbors lie. Since a vertex and its neighbors
can be distributed across different processors, calculating the cutsize involves communication among the processors.

Given the trade-off between the partition quality and execution time, we would like to evaluate the impact of the number of tries on pGMP. Moreover, the execution times and hence speedups of both pGMP and pRCB should be affected by the number of cores. Hence, we are interested in answering the following questions: What is the impact of the number of tries on the performance of pGMP? How does the parallel performance of both $p G M P$ and $p R C B$ scale with the number of cores?

## B. Geometry of Graphs

We now discuss several factors concerning the geometry of the graphs that could affect the partitioning algorithms.

1) Coordinate perturbation: Recall that geometric partitioning is only feasible for graphs that have coordinate information. In many scientific computing problems related to physical processes or scientific simulations, the graphs already have coordinates associated with them, such as when numerically solving partial differential equations using finite difference or finite element methods. For these problems, the coordinates associated with the vertices of a graph are sometimes subject to perturbations due to errors in measurement or the need to refine the mesh during the simulation. An illustration of a graph with associated coordinates and its perturbed coordinates are shown in Figure 1. The original coordinates are obtained using forcebased embedding [17] and the perturbed coordinates are created by moving each vertex by a small constant displacement in a random direction. Ideally, we would like a partitioning algorithm to preserve the partition quality even for graphs with largely perturbed coordinates. Hence, we are interested in the answer to the following question: How sensitive are $p R C B$ and $p G M P$ to perturbations of the graphs' coordinates?
2) Approximate embedding: Although some graphs do not have coordinate information available, we can still use geometric partitioning algorithms by assigning coordinates to their vertices with an embedding algorithm, as demonstrated in ScalaPart [20]. However, graph embedding can be an expensive pre-processing step, even if done in parallel [20]. The most popular method to embed a graph in 2D/3D spaces is via force-based embedding, which requires a number of iterations to balance the repulsive and attractive forces on each vertex of the graph, as explained in Section II-C. To reduce the computation cost, approximations are often used for calculating the forces, such as applying Barnes-Hut type of space decomposition, coarsening the graph and stopping at a certain number of iterations. In such cases, we would have to deal with graphs whose coordinates are not optimally embedded. Similarly to the coordinates perturbation scenario stated previously, we are interested in the answer to the following question: How robust are the parallel geometric partitioning algorithms to the non-optimal coordinates obtained from an approximate embedding algorithm?
3) Mesh quality: For many problems in scientific computing, such as the ones using finite element or finite difference methods, the graph is often represented as a 2D mesh. Sometimes, the mesh generated for solving these problems may not be of very high quality [21], [22], thus we have to deal with


Fig. 1: Original coordinates for a graph obtained using force-based embedding [17] and its perturbed coordinates.
bad quality meshes and partition them for parallel processing. Triangle meshes are the most popular kind of meshes used. In an ideal triangle mesh, all three sides of each triangle should be of the same length, i.e., the mesh is made of equilateral triangles. In reality, getting such an ideal mesh is difficult if not impossible. We use a simple measure for the quality of a mesh triangle known as the edge ratio [24], defined as the ratio of the shortest edge and the longest edge in the triangle. The overall mesh quality is then defined as the average edge ratio of all triangles in the mesh. Hence, for an ideal triangle mesh, this average ratio should be one. A smaller number for the average edge ratio implies a mesh of poorer quality. We are interested in answering the following question: How does the mesh quality affect the partition qualities of $p R C B$ and $p G M P$ ?
4) Graph planarity: Finally, the planarity of a graph plays an important role in graph embedding and partitioning. It has been found that partitioning graphs that are non-planar is substantially more difficult than partitioning planar graphs [5]. For some graphs in particular, such as social network graphs, extra edges may be dynamically added to the existing set of edges, which may require the graph to be re-embedded or re-partitioned. These extra edges could make a planar graph non-planar or increase its non-planarity. We are interested in the performance of the parallel geometric partitioning algorithms on these types of graphs. In other words, what is the impact of additional edges (that turn a planar graph into a non-planar one or increase its non-planarity) on the performance of $p R C B$ and $p G M P$ ?

## IV. Experimental Results

In this section, we evaluate the performance of the pRCB and pGMP algorithms and study the effects of different factors described in the previous section. Experiments are conducted using graphs from the following two test suites:

- UFL sparse matrix collection [7]: The graphs in this test suite are listed in Table I. The number of vertices ranges from 1 to 21 millions and the number of edges ranges from 5 to 100 millions. This test suite contains structural problems from both 2D and 3D spaces, and is used in all but the mesh quality and graph planarity experiments.
- Triangle mesh graphs: Three mesh graphs are created by the Triangle mesh generator [27], and they are called twoholes, mechanic, square_with_hole from [24] as listed in Table II. The number of elements in this test suite is less

TABLE I: Graphs from the UFL Sparse matrix collection [7].

| Graph | $N\left(10^{6}\right)$ | $M\left(10^{6}\right)$ |
| ---: | :---: | :---: |
| ecology1 | 1 | 4.99 |
| ecology2 | 0.99 | 4.99 |
| delaunay_n20 | 1.05 | 6.29 |
| G3_circuit | 1.58 | 7.66 |
| kkt_power | 2.06 | 12.77 |
| hugetrace-00000 | 4.59 | 13.76 |
| delaunay_n23 | 8.39 | 50.33 |
| delaunay_n24 | 16.77 | 100.66 |
| hugebubbles-00020 | 21.20 | 63.58 |

TABLE II: Three mesh graphs from [24].

| Mesh | $N$ | $M$ |
| ---: | :---: | :---: |
| mechanic | 12618 | 49959 |
| twoholes | 11337 | 45071 |
| square_with_hole | 116559 | 461076 |

than the UFL test suite, and it is used in the mesh quality and graph planarity experiments.
Since both partitioning algorithms are geometric, they require coordinates for the vertices of the graphs. All graphs in the UFL test suite are provided with coordinates using force-based multilevel graph embedding [17]. The experiments are conducted on a cluster of servers with two quad-core Intel Nehalem processors (Intel Xeon X5550 processor, $2.66 \mathrm{GHz}, 32 \mathrm{~GB}$ RAM, 32 KB L1 cache, 256 KB L2 cache per core, 8 MB shared L3 cache). Four servers are used interconnected by QDR infiniband providing up to 32 cores.

While the quality of the partitions should be measured by both the cutsize and the balance of the partitions, most applications can tolerate a slight partition imbalance from the ideal if it leads to a smaller cutsize. Consequently, we report only the cutsizes as the quality measure, and allow a small imbalance of at most $1 \%$ in the partition size.

## A. Impact of Number of Tries on $p G M P$

To study the impact of number of tries on the performance of pGMP, we experiment with $1,3,5,7$ and 9 tries, which have the corresponding numbers of sphere separators. We denote the resulting algorithm by pGMP- $x$, where $x$ denotes the number of tries.

TABLE III: Cutsizes and execution times (in seconds) of pRCB and $\mathrm{pGMP}-x$ on 32 cores for the UFL test suite.

|  | pRCB <br> (cutsize, exectime) | pGMP-1 <br> (cutsize, exectime) | pGMP-3 <br> (cutsize, exectime) | pGMP-5 <br> (cutsize, exectime) | pGMP-7 <br> (cutsize, exectime) | pGMP-9 <br> (cutsize, exectime) |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ecology1 | $(1091,0.324)$ | $(1260,0.14)$ | $(1065,0.278)$ | $(1076,0.35)$ | $(1073,0.308)$ |  |
| ecology2 | $(1060,0.284)$ | $(1106,0.128)$ | $(1254,0.249)$ | $(1063,0.191)$ | $(1051,0.213)$ |  |
| delaunay_n20 | $(2922,0.208)$ | $(2813,0.241)$ | $(2456,0.297)$ | $(2040,0.218)$ | $(1970,0.328)$ |  |
| G3_circuit | $(1372,0.646)$ | $(1147,0.232)$ | $(1149,0.384)$ | $(1257,0.253)$ | $(1142,0.339)$ | $(2285,0.34)$ |
| kkt_power | $(48301,0.386)$ | $(28945,0.254)$ | $(22586,0.585)$ | $(24376,0.489)$ | $(22451,0.469)$ | $(22806,0.427)$ |
| hugetrace-00000 | $(1013,0.506)$ | $(730,0.411)$ | $(737,0.522)$ | $(696,0.842)$ | $(747,0.896)$ | $(814,1.045)$ |
| delaunay_n23 | $(8275,0.733)$ | $(5923,0.565)$ | $(5889,0.909)$ | $(6374,1.305)$ | $(6897,1.731)$ | $(6292,2.068)$ |
| delaunay_24 | $(13328,1.253)$ | $(11388,0.954)$ | $(10343,2.386)$ | $(8004,2.871)$ | $(8382,3.858)$ | $(8148,4.667)$ |
| hugebubbles-00020 | $(2373,2.188)$ | $(1803,1.136)$ | $(1622,2.275)$ | $(1729,3.782)$ | $(1729,5.753)$ |  |
| Geometric mean | $(3392,0.553)$ | $(2828,0.342)$ | $(2639,0.611)$ | $(2539,0.653)$ | $(2530,0.788)$ | $(2568,0,0.976)$ |
| Normalized | $(1.00,1.00)$ | $(0.83,0.62)$ | $(0.78,1.1)$ | $(0.75,1.18)$ | $(0.75,1.42)$ | $(0.76,1.76)$ |



Fig. 2: (a) Normalized cutsizes and execution times of pGMP- $x$ with different numbers of tries on 32 cores. (b)-(c) Performance scalability of pRCB and $\mathrm{pGMP}-x$ with different numbers of tries when executed on up to 32 cores.

Table III presents the cutsizes and execution times of pRCB and pGMP-x (with different numbers of tries) on 32 cores for the UFL test suite. The last two rows show the geometric means of the cutsizes and execution times for all algorithms across all graphs, as well as the normalized geometric means with respect to those of pRCB . Here, geometric mean is used because it provides an unbias average over all test graphs with large numerical ranges. Figure 2(a) further plots the normalized cutsizes and execution times of pGMP- $x$ as a function of the number $x$ of tries on 32 cores. All reported execution times refer to the time to partition the graphs only without counting the embedding time (which is common to both algorithms).

For the partition quality, we can see that pGMP-1, which has just one try and thus one sphere separator, already improves the cutsize by $17 \%$ on average compared to pRCB. Moreover, the cutsize of pGMP- $x$ improves further when the number of tries increases, although the marginal gain becomes smaller. Indeed, the cutsize of pGMP-7 is only slightly smaller than that of pGMP-5. The cutsize of pGMP-9 worsens because of the randomness in the execution and selection of sphere separators. Overall, pGMP-5 gives $25 \%$ improvement over pRCB, and improves over pGMP-1 by $9.6 \%$.

For the execution time, pGMP-1 with only one try runs faster than pRCB on 32 cores. Since it also produces a smaller cutsize, this demonstrates that pGMP-1 is more effective than pRCB. As the number of tries increases, the execution time of pGMP- $x$ monotonically increases and becomes more than that of pRCB . In particular, pGMP- $x$ takes on average $18 \%$ more time to
partition the graphs with 5 tries, and significantly more time with larger number of tries.

## B. Performance Scalability

Figure 2(b) shows the scalability of pRCB and $\mathrm{pGMP}-x$ (in terms of average execution time) on up to 32 cores. We can see that pRCB runs much faster on a single core, but the gap between the two algorithms reduces with increasing number of cores. On a sequential execution, pGMP-x is $3 \mathrm{x}-$ 15.5 x slower than pRCB depending on the number of tries. This is because pRCB uses line/plane separators to compute the partitions, which runs more efficiently than the more complex sphere separators used by pGMP- $x$. As the number of cores increases, the execution time of pGMP- $x$ reduces dramatically while pRCB is not significantly affected. On 32 cores, pGMP5 is slower than pRCB by only $18 \%$, while pGMP-1 and pGMP-3 become even faster than pRCB. Figure 2(c) further plots the average speedups of both algorithms with respect to their sequential executions. pGMP- $x$ scales reasonably well with increasing number of cores and eventually achieves $5 x-$ 7 x speedups on 32 cores depending on the number of tries. On the other hand, pRCB does not scale well on this test suite, which is largely due to its already very fast sequential implementation as well as the higher parallel overhead incurred by data movement and communication (during all-reduce steps). The result is not surprising given that fixed problem speedups on large core counts is often adversely impacted by data movement required to support parallel execution and NUMA effect.

TABLE IV: Cutsizes of pRCB and pGMP under different coordinate perturbations for the UFL test suite.

| Perturbation | $0 \%$ |  | $10 \%$ |  | $20 \%$ |  | $50 \%$ | $100 \%$ | $200 \%$ |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP |
| ecology1 | 1091 | 1076 | 1087 | 1113 | 1097 | 1146 | 1151 | 1140 | 1241 | 1106 | 1574 |  |
| ecology2 | 1060 | 1063 | 1064 | 1199 | 1076 | 1141 | 1136 | 1130 | 1250 | 1135 | 1510 | 1068 |
| delaunay_20 | 2922 | 2040 | 2920 | 1949 | 2938 | 2295 | 2996 | 2288 | 3277 | 2227 | 4257 | 2735 |
| G3_citcuit | 1372 | 1257 | 1393 | 1340 | 1389 | 1273 | 1529 | 1132 | 1856 | 1357 | 2680 | 1448 |
| kkt_power | 48301 | 24376 | 48725 | 16328 | 49767 | 18655 | 55065 | 18361 | 67921 | 18087 | 96248 | 17994 |
| hugetrace-00000 | 1013 | 696 | 1014 | 753 | 1013 | 742 | 1027 | 854 | 1071 | 749 | 1354 | 704 |
| delaunay_23 | 8275 | 6374 | 8289 | 7262 | 8299 | 5468 | 8493 | 6385 | 9295 | 6277 | 12651 | 6720 |
| delaunay_24 | 13328 | 8004 | 13492 | 9422 | 13632 | 8375 | 14363 | 8475 | 15647 | 8192 | 18983 | 10999 |
| hugebubbles-00020 | 2373 | 1729 | 2415 | 1688 | 2445 | 1745 | 2567 | 1711 | 2796 | 1751 | 3298 | 1883 |
| Geometric mean | 3392 | 2539 | 3413 | 2573 | 3438 | 2529 | 3617 | 2567 | 4028 | 2554 | 5204 | 2712 |
| Normalized | 1.00 | 0.75 | 1.01 | 0.76 | 1.01 | 0.75 | 1.07 | 0.76 | 1.19 | 0.75 | 1.53 | 0.80 |

TABLE V: Cutsizes of pRCB and pGMP under different approximate embeddings for the UFL test suite.

| Approx. embedding | $100 \%$ |  | $70 \%$ |  | $55 \%$ |  | $40 \%$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP |
| ecology1 | 1091 | 1076 | 1519 | 1655 | 1603 | 1625 | 1656 | 1596 |
| ecology2 | 1060 | 1063 | 1483 | 1591 | 1601 | 1602 | 1821 | 1754 |
| delaunay_20 | 2922 | 2040 | 2992 | 2596 | 3092 | 2725 | 3019 | 2805 |
| G3_citcuit | 1372 | 1257 | 2244 | 2108 | 2350 | 2038 | 2497 | 2090 |
| kkt_power | 48301 | 24376 | 45584 | 35895 | 46797 | 33170 | 45606 | 28546 |
| hugetrace-00000 | 1013 | 696 | 1138 | 1076 | 1102 | 1064 | 1140 | 1159 |
| delaunay_23 | 8275 | 6374 | 9748 | 7298 | 9305 | 8250 | 9145 | 8382 |
| delaunay_24 | 13328 | 8004 | 13161 | 10644 | 13091 | 11231 | 13646 | 12101 |
| hugebubbles-00020 | 2373 | 1729 | 2314 | 2350 | 2410 | 2319 | 2545 | 2286 |
| Geometric mean | 3392 | 2539 | 3948 | 3600 | 4033 | 3631 | 4163 | 3687 |
| Normalized | 1.00 | 0.75 | 1.16 | 1.06 | 1.19 | 1.07 | 1.23 | 1.09 |

Scalability Result: Despite the larger execution time on one core, $p G M P-x$ (with an appropriate number of tries) can be competitive with pRCB on as few as 32 cores, thus making it an attractive solution when high quality partitions are desired.

Given the above result as well as the result from the last section, we will use pGMP-5 and 32-core executions in all subsequent experiments for the sensitivity study.

## C. Performance Sensitivity to Geometry of Graphs

1) Impact of perturbation of coordinates: We first study the impact of coordinates perturbation on the quality of the partitions. In this experiment, we start with the graphs in the UFL test suite with original coordinates imparted to them by force-based embedding [17], which is considered to have $0 \%$ perturbation. We then perturb the coordinates by moving each vertex in a random direction by $10 \%, 20 \%, 50 \%, 100 \%$ and $200 \%$ of the average edge length from the original embedding.

Table IV shows the cutsizes of pRCB and pGMP under different coordinates perturbations. The last two rows show the geometric mean for all graphs, and the normalized value with respect to that of pRCB under $0 \%$ perturbation. We observe that the average cutsizes computed by both algorithms are not much affected by perturbations less than $50 \%$. However, the partition quality of pRCB starts to degrade quickly after the perturbation reaches $50 \%$, whereas the average cutsize of pGMP does not increase much even when the perturbation increases to $200 \%$. Specifically, pGMP has a performance degradation of merely $6.7 \%$ at $200 \%$ perturbation, whereas pRCB suffers from $53 \%$ degradation. Moreover, at $200 \%$ perturbation, pGMP improves
upon pRCB by $48 \%$ on average, and it is still $20 \%$ better than pRCB on unperturbed graphs.

Sensitivity Result 1: The partition qualities of both pGMP and $p R C B$ are insensitive to small coordinates perturbations, but pGMP is more robust to large perturbations than $p R C B$.
2) Impact of approximate embedding: We now study the robustness of the geometric partitioning algorithms to approximate graph embeddings. In this experiment, we again use the UFL test suite. To obtain approximate embeddings, we stop the force-based embedding prematurely at a certain number of iterations before convergence. Specifically, we obtain 3 sets of approximate embeddings for the graphs by stopping the embedding algorithm at $70 \%, 55 \%$ and $40 \%$ of the number of iterations required to get the original embedding.

Table V shows the impact of approximate embeddings on the quality of the partitions. The last two rows report the geometric mean for all graphs, and the normalized value with respect to that of pRCB under the original embedding. As expected, the partition qualities of both algorithms become worse when the embedding algorithm is stopped prematurely. We observe that the quality of pRCB keeps dropping with fewer embedding iterations. In particular, the cutsize increases by $16 \%, 19 \%$ and $23 \%$ at $70 \%, 55 \%$ and $40 \%$ of the original number of iterations, respectively. The quality of pGMP, on the other hand, experiences a substantial degradation at $70 \%$ of the original number of iterations, but it remains relatively stable after that. Specifically, the cutsize increases by $41.3 \%, 42.7 \%$ and $45.3 \%$ at $70 \%, 55 \%$ and $40 \%$ of the original number of

TABLE VI: Cutsizes of pRCB and pGMP for the original mesh test suite $(q=0)$ and their shifted versions $(q=1,2,3)$.

| Mesh quality | $q=0$ |  | $q=1$ |  | $q=2$ |  | $q=3$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP |
| mechanic- $q$ | 196 | 86 | 195 | 140 | 213 | 152 | 243 | 252 |
| twoholes- $q$ | 208 | 202 | 215 | 201 | 237 | 248 | 263 | 236 |
| square_with_hole- $q$ | 407 | 421 | 411 | 384 | 453 | 449 | 504 | 423 |
| Geometric mean | 255 | 194 | 258 | 221 | 284 | 257 | 318 | 293 |
| Normalized | 1.00 | 0.76 | 1.01 | 0.87 | 1.11 | 1.01 | 1.25 | 1.15 |

TABLE VII: Three original meshes $(q=0)$ and their shifted versions ( $q=1,2,3$ ) with respective average edge ratios.

|  | Average edge ratio |  |  |  |
| ---: | :---: | :---: | :---: | :---: |
| Mesh quality | $q=0$ | $q=1$ | $q=2$ | $q=3$ |
| mechanic- $q$ | 0.74 | 0.63 | 0.48 | 0.41 |
| twoholes- $q$ | 0.74 | 0.63 | 0.47 | 0.40 |
| square_with_hole- $q$ | 0.73 | 0.62 | 0.47 | 0.40 |

iterations, respectively. However, the quality of pGMP is still better under all approximate embeddings, with improvements of $8.6 \%, 10.1 \%, 11.4 \%$, respectively, over pRCB.

Sensitivity Result 2: The partition quality of pGMP degrades more than that of $p R C B$ with fewer embedding iterations, but $p G M P$ remains better than $p R C B$ with the same approximate embedding.
3) Impact of mesh quality: In this experiment, we use the mesh test suite shown in Table II to evaluate the impact of mesh quality on the performance of the partitioning algorithms. Recall that the quality metric we use is the average edge ratio of all triangles in the mesh. Thus, meshes with higher average edge ratios are of better quality than meshes with lower average edge ratios. To generate meshes of different qualities, we randomly shift the non-boundary points of the mesh in a way similar to the coordinates perturbation experiment. However, the graphs considered in that experiment are not mesh graphs and all the vertices (including the boundary ones) are subject to perturbation. In this experiment, the (non-boundary) corners of the triangles are moved while the validity of the mesh is maintained by checking the following property [24]: A mesh is valid if all the triangles in the mesh are valid, and a triangle is valid if the determinant of its Jacobian is greater than zero. For instance, if the three corners of a triangle have coordinates $\left(x_{0}, y_{0}\right),\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$, then the triangle is valid if

$$
J=\left|\begin{array}{cc}
\left(x_{1}-x_{0}\right) & \left(x_{2}-x_{0}\right)  \tag{1}\\
\left(y_{1}-y_{0}\right) & \left(y_{2}-y_{0}\right)
\end{array}\right|>0
$$

As we increase the random step size to shift the mesh points, the quality of the mesh progressively decreases. In Table VII, we list the original three meshes in the test suite $(q=0)$ and their shifted versions in increasing order of step size $(q=1,2,3)$, together with their respective average edge ratios. We point out that the average edge ratio of all three meshes are approximately the same in each of the three versions.

Table VI presents the cutsizes of pRCB and pGMP for the three meshes and their shifted versions. The last two rows report the geometric mean for all three meshes, and the normalized
value with respect to that of pRCB for the original meshes. We observe that the mesh quality does have a significant impact on the partition quality of the algorithms. For the original meshes (with average edge ratio around 0.74 ), pGMP is $24 \%$ better than pRCB on average. As the average edge ratio reduces down to around $0.63,0.47$ and 0.40 , the quality of pRCB degrades by $1 \%, 11 \%$ and $25 \%$, respectively, while pGMP degrades more by $14.5 \%, 32.9 \%$ and $51.3 \%$, respectively. However, pGMP are still better than pRCB by $13.9 \%, 9 \%$ and $8 \%$ in terms of the average cutsize under the three shifted meshes.

Sensitivity Result 3: The partition quality degrades more for $p G M P$ than for $p R C B$ with decreasing quality of the mesh, but $p G M P$ remains better than $p R C B$ regardless of the mesh quality.
4) Impact of graph planarity: Finally, we evaluate the impact of planarity of a graph by comparing the qualities of pRCB and pGMP for a set of planar and non-planar graphs. As in the previous experiment, we use the three mesh graphs shown in Table II, which are all planar graphs. To obtain non-planar graphs, we randomly add $0.1 \%, 0.3 \%, 0.5 \%$ and $0.7 \%$ of extra edges to a set of randomly selected vertex-pairs in the original meshes, which turn them into non-planar graphs.

Table VIII presents the cutsizes of pRCB and pGMP for the three planar graphs and their non-planar versions. The last two rows report the geometric mean for all three graphs, and the normalized value with respect to that of pRCB for the planar graphs. Again, pGMP is $24 \%$ better than pRCB on average for the planar graphs. We can see that when only $0.1 \%$ of extra edges (corresponding to 45-461 extra edges) are added, the average cutsizes of pRCB and pGMP more than tripled compared to their original cutsizes. When $0.7 \%$ of extra edges are added, the partition quality degrades by almost 9 times for pRCB and more than 6 times for pGMP compared to their respective qualities for the planar graphs. With $0.7 \%$ extra edges, pGMP becomes almost twice as good as pRCB.

Sensitivity Result 4: The qualities of both algorithms are significantly affected by adding extra edges that turn a graph from planar to non-planar. Furthermore, the quality gap between $p G M P$ and $p R C B$ widens with increased non-planarity of the graphs.

## V. Conclusion and Future Work

We have conducted a scalability and sensitivity study for the performance of two parallel geometric graph partitioning algorithms (pRCB and pGMP). The goal was to evaluate the robustness of the two algorithms by examining a number of factors that could impact their performance. Extensive experiments

TABLE VIII: Cutsizes of pRCB and pGMP for the three planar graphs (with $0 \%$ extra edge) in the mesh test suite and their non-planar versions (with $0.1 \%, 0.3 \%, 0.5 \%, 0.7 \%$ extra edges).

| Planarity | $0 \%$ extra edge |  | $0.1 \%$ extra edges |  | $0.3 \%$ extra edges | $0.5 \%$ extra edges | $0.7 \%$ extra edges |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP | pRCB | pGMP |
| mechanic | 196 | 86 | 434 | 329 | 615 | 489 | 936 | 518 | 1069 | 616 |
| twoholes | 208 | 202 | 390 | 291 | 698 | 606 | 861 | 607 | 1022 | 480 |
| square_with_hole | 407 | 421 | 4062 | 4102 | 6395 | 4263 | 9447 | 5649 | 10905 | 6283 |
| Geometric mean | 255 | 194 | 882 | 732 | 1400 | 1081 | 1967 | 1211 | 2284 | 1229 |
| Normalized | 1.00 | 0.76 | 3.46 | 2.87 | 5.49 | 4.24 | 7.71 | 4.75 | 8.95 | 4.82 |

were conducted on a 32 -core cluster using two sets of graph benchmarks. The following summarizes our main findings:

- pGMP with 5 tries (or pGMP-5) appears to be the most appropriate choice for running the algorithm. It provides on average $9.6 \%$ improvement over only a single try (or pGMP-1) and $25 \%$ improvement over pRCB.
- pGMP has slower execution time but scales well when executed on multiple cores, while pRCB has better overall execution time due to its efficient implementation.
- Small coordinate perturbations barely impact the performance of both algorithms. Under large perturbations, pGMP consistently outperforms pRCB by as much as $48 \%$.
- Approximate embeddings of the graphs degrade the partition qualities of both algorithms, and pGMP maintains around $10 \%$ quality advantage over pRCB .
- Both algorithms experience increased cutsizes for meshes with poorer quality, while pGMP again performs $8-14 \%$ better than pRCB.
- Non-planar graphs are significantly harder to partition than planar graphs, and the performance gap between pGMP and pRCB increases by up to $50 \%$ with less than $1 \%$ of extra edges that turn a planar graph into a non-planar one.
A future direction is to optimize the geometric partitioning algorithms where multi-level graph embedding and partition refinement are performed as a pre-processing step and a postprocessing step, respectively [20]. It will be particularly useful to seek optimal combinations of approximate embedding, partitioning and refinement, as well as a performance profiler to determine the optimal amount of resources for partitioning a graph. Together, these may provide a robust partitioning framework that could offer scalable parallel performance while producing high quality solutions.
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