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The Logit Demand Model 

�  Mathematical Modeling in Economics (Steven Tschantz, 
2015)  

�  Derived by Mathematica 

�  πi is the choice probability for product i 

�  pi is the price for product i (inside good 1, …, n) 

�  ηi is the mean consumer values for product i  

�  λ is a scale parameter in proportion to the standard 
deviation of  consumer values  



The Logit Demand Model 
�  M is the total consumer population or market size 

�  qi is the demand for product i (inside good) 

�  Outside good: 



Variables & Parameters 

�  πi à outcome variable 

�  pi à independent variable 

�  Parameters to be estimated: 
�  ηi the mean consumer values for product i  
�  λ the scale parameter in proportion to the standard 

deviation of  consumer values  



Problem 



Dataset 
�  N=200 

�  4-tuple: 

 (p1, p2, p3, X) 

�  pi is the price for 
product i (inside 
good 1, 2, 3) 

�  X is the product 
chosen (indicator) 

�  X=0: outside 
product chosen 



Maximum Likelihood in 
Mathematica 



Maximum Likelihood in 
Mathematica 

…... (200 Log[XXX]’s, 5 pages long) 



Maximum Likelihood in 
Mathematica 

�  Results: (no standard errors)   



Bayesian Inference 

� Polytomous Nominal Response Model 
� 1 item 
� 4 choices  
� 1, 2, 3 are inside products 
� 4 is outside product 

� à WinBUGS! 

 



WinBUGS 

with indicator function 
Equals(x[j], i) 



EB: Informative 
�  eta1 ~ dnorm(10,0.1) 

�  eta2 ~ dnorm(10,0.1) 

�  eta3 ~ dnorm(10,0.1) 

�  lambda ~ dnorm(0,0.01)I(0,) 



EB: Noninformative 
�  eta1 ~ dnorm(10,0.001) 

�  eta2 ~ dnorm(10,0.001) 

�  eta3 ~ dnorm(10,0.001) 

�  lambda ~ dnorm(0,0.001) I(0,) 



HB: Informative 
�  eta1 ~ dnorm(10,tau) 

�  eta2 ~ dnorm(10,tau) 

�  eta3 ~ dnorm(10,tau) 

�  lambda ~ dnorm(0,0.001) I(0,) 

�  tau ~ dgamma(.5,.5) 

 



HB: Noninformative 
�  eta1 ~ dnorm(10,tau) 

�  eta2 ~ dnorm(10,tau) 

�  eta3 ~ dnorm(10,tau) 

�  lambda ~ dnorm(0,0.001) I(0,) 

�  tau ~ dgamma(.1,.1) 

 



Summary 

�  WinBUGS Bayesian inference results  
�  “intuitive & realistic” 
�  EB-informative: best results 
�  highly dependent on priors  

�  highly variable  
�  Lambda very different (proportional to sd’s of  etas) 



Summary 
�  Mathematica maximum likelihood results speak for 

the data better 

�  The model can be generalized to any combination 
of  choices & products  
�  Maybe Bayesian methods will work better when the 

model becomes too complicated 

Product	 Count	 Pr	
1	 25	 0.125	
2	 33	 0.165	
3	 99	 0.495	
4	 43	 0.215	
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