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Executive Summary 
In this paper, we propose two ways to build public sector capacity on artificial 
intelligence. First, we propose that the President creates a U.S. Artificial Intelligence 
Service (USAIS) by executive order. Similar to the U.S. Digital Service (USDS) established 
in the Obama administration, the USAIS would advise and support federal agencies 
that seek to use AI to improve government services and need assistance in 
understanding AI technologies for executing on their policymaking, regulatory, and 
enforcement duties. Second, we propose that Congress establishes a U.S. Technology 
Administration (USTA) to ensure coordination across all IT and technological support 
offices in the federal government, to expand funding for technological improvements 
and utilization, and to streamline and improve technology initiatives and recruiting. 

Our proposals address five urgent challenges, given the scale and scope of how AI 
could transform public services. These challenges include scaling expertise and 
workforce to fully engage with new technologies; the difficulties of recruiting skilled, 
talented people in a competitive area; insufficient institutional attention to AI; the 
severe problems with relying on outsourcing to private consulting firms; and a lack of 
coordination on major tech initiatives. By expanding, elevating, and focusing the 
government’s efforts, the USAIS and USTA have the potential to rapidly build federal 
capacity on AI, both to address its challenges and to take full advantage of its 
opportunities.  
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Introduction 
 
In the ongoing policy debate over artificial intelligence, many prominent participants 
have warned that the government does not have enough technical capacity to address 
this technology. Senate Majority Leader Chuck Schumer recently observed that “This is 
the most difficult issue that Congress is facing because A.I. is so complex and 
technical.”1 The National Artificial Intelligence Advisory Committee wrote in its annual 
report this year that “The U.S. government cannot keep pace with AI’s speed and the 
commensurate demand for AI talent.”2 Industry titans themselves go even further: Eric 
Schmidt, the former Google CEO, said on Meet the Press that “There’s no way a non-
industry person can understand what’s possible. It’s just too new, too hard; there’s not 
the expertise. There’s no one in the government that can get it right.”3  

Such statements border on the hyperbolic. The truth is that there are people in 
government who can “get it right.” Though they are not household names, offices like 
USDS, 18F, the Presidential Innovation Fellows, and the AI Center of Excellence all 
employ technologists with extensive knowledge of machine learning and algorithms, 
who support departments and agencies ranging from the VA to the Centers for 
Medicaid & Medicare Services. In addition, many agencies have Chief Technologists 
and Chief Information Officers with real expertise.  

The problem is not that AI is too complex for government officials to understand, nor is 
it that there is no capacity within government to deploy or regulate the technology. 
Instead, the problem is that there are far too few people in government with expertise 
in AI technology, and that existing offices do not always effectively coordinate their 
work.  

AI has the potential to improve citizen-facing services and the efficiency of government 
operations, but building and deploying AI systems to improve public services at scale 
will require more technological expertise than most agencies currently have. Just as 
importantly, existing laws and regulations apply to new technologies, but determining 
how exactly they apply requires understanding the technology. Agencies may need a 
technical “consult” to ensure that they are understanding technology correctly when 
considering how to implement existing laws. In short: the federal government needs 
additional capacity to understand and utilize AI. 

In this paper, we propose two ways to build public sector capacity on artificial 
intelligence. First, we propose that the President create a U.S. Artificial Intelligence 
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Service (USAIS) by executive order. Similar to the U.S. Digital Service (USDS) established 
in the Obama administration, the USAIS would advise and support federal agencies 
that seek to use AI to improve government services and need assistance in 
understanding AI technologies for executing on their policymaking, regulatory, and 
enforcement duties. Second, we propose that Congress establishes a U.S. Technology 
Administration (USTA) to ensure coordination across all IT and technological support 
offices in the federal government, to expand funding for technological improvements 
and utilization, to streamline and improve technology initiatives and recruiting. 

Our proposals address five urgent challenges, given the scale and scope of how AI 
could transform public services. These challenges include scaling expertise and 
workforce to fully engage with new technologies; the difficulties of recruiting skilled, 
talented people in a competitive area; insufficient institutional attention to AI; the 
severe problems with relying on outsourcing to private consulting firms; and a lack of 
coordination on major tech initiatives. By expanding, elevating, and focusing the 
government’s efforts, the USAIS and USTA have the potential to rapidly build federal 
capacity on AI, both to address its challenges and to take full advantage of its 
opportunities where they exist. 

This paper proceeds in six parts. In Part I, we describe the critical need for building 
federal capacity on AI: Many federal agencies have already begun to experiment with 
internal and public-facing AI systems, and many more will likely want to implement 
them in the future. Still others require technical expertise to fulfill urgent regulatory 
and law enforcement obligations in areas including competition, worker protections, 
fair lending, financial security, and civil rights. Part II surveys the capacity that currently 
exists and related proposals to expand it. We provide an overview of the government’s 
tech support network, including USDS and several organizations housed within the 
General Services Administration (GSA): 18F, the Presidential Innovation Fellows (PIF), 
and the AI Center of Excellence, among others. These resources, many of which were 
established within the last decade, are vital.  

But as we show in Part III, there remain significant areas for improvement in 
government capacity that we believe the USAIS will help address. Significant challenges 
include insufficient scale, problems with recruitment and retention, a lack of attention 
to AI, a concerning overreliance on outsourcing, and challenges with coordination 
between offices. Part IV discusses existing proposals and their limitations. Part V 
proposes that the President create, by executive order, a U.S. Artificial Intelligence 
Service (USAIS) and details how the USAIS will help expand, elevate, and focus the 
government’s AI capacity. Part VI proposes that Congress establishes a U.S. 
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Technological Administration (USTA), which would help address coordination 
problems. Headed by a U.S. Technology Administrator appointed by the President and 
confirmed by the Senate, the USTA would oversee all IT support offices in the federal 
government, and it would improve coordination, ensure accountability, and provide 
essential technological expertise to agencies—not just on AI, but for all digital 
technologies. A brief conclusion follows. 

I. The Need for Government Capacity 

on AI 
 
As AI’s constitutive technologies are rapidly implemented throughout the private 
sector, the need to invest in public sector capacity to keep pace has never been 
clearer. The reasons for this are twofold. First, federal agencies need internal expertise 
to deploy AI to improve government services where appropriate. Many federal 
agencies have already demonstrated an interest in using algorithms, advanced data 
analytics, and other AI-related tools. The 
Department of Labor (DOL) lists 18 active AI use 
cases, from a chatbot on its website to 
automated document validation in its offices.5 
The Department of State considers AI “another 
tool in [its] diplomatic toolbox.”6 These cabinet-
level departments are not alone: Of the 142 
non-military federal agencies examined in a 
2020 study prepared for the Administrative 
Conference of the United States (ACUS), 64 had 
experimented with using algorithms according 
to publicly available information, the top ten of 
which are listed in the accompanying table by 
the number of AI programs considered or 
implemented.7  

These experiments were undertaken either 
through procurement contracts with private 
sources, or by building the systems in-house,8 
often initiated by individuals with uncommon 
facility and interest in AI.9 As AI technologies continue to grow in popularity, organized 

Agency Name Number of 
Programs 

Considered or 
Implemented (as 

of 2020)4 

Office of Justice Programs  12 

Securities and Exchange 
Commission  

10 

National Aeronautics and 
Space Administration  

9 

Food and Drug Administration  8 

United States Geological 
Survey  

8 

United States Postal Service  8 

Social Security Administration 7 

United States Patent and 
Trademark Office  

6 

Bureau of Labor Statistics  5 

Customs and Border 
Protection  

4 
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institutional knowledge—rather than individual initiative alone—will be needed to 
advise and support their responsible implementation at agencies. Such knowledge will 
not just accelerate adoption of AI technologies: it may help agencies make an educated 
decision as to whether to use an automated system in the first place. 

Second, agencies must also understand AI sufficiently well to apply their existing 
regulatory and enforcement obligations. Many agencies have observed that their 
regulatory and enforcement powers extend to AI. Lina Khan, chair of the Federal Trade 
Commission, recently reminded readers of the New York Times that “Although these 
tools are novel, they are not exempt from existing rules, and the F.T.C. will vigorously 
enforce the laws we are charged with administering, even in this new market.”10 A 
report by the Consumer Product Safety Commission (CPSC) noted that “the Consumer 
Product Safety Act and other statutes enforced by the Commission provide CPSC 
authority to regulate consumer products . . . . Therefore, consumer products with 
AI/ML integrated into them are within the agency’s statutory authority.”11 Rohit Chopra, 
director of the Consumer Financial Protection Bureau, has also indicated that his 
agency intends to vigorously fulfill its regulatory obligations as they apply to AI in credit 
lending, home appraisals, and other critical areas.12 The Department of Labor, the 
Occupational Safety and Health Administration, and the Equal Employment 
Opportunity Commission (EEOC) also possess, and in some cases explicitly intend to 
exercise, regulatory authority governing AI systems as they affect workers.13 

In applying existing laws to AI, these regulators and enforcers—and many others—may 
confront technical questions on which they have little expertise, from how large 
datasets are gathered and maintained, to whether algorithms can be designed to 
correct for certain kinds of inaccuracy or bias. Acknowledging a need for personnel to 
answer questions like these is not to play into the narrative propagated by industry 
that no one in government at present understands this technology well enough to 
regulate it.14 As we will show, there are people at several levels of government who 
possess deep technical knowledge of AI systems, and it is possible to hire many more. 
Instead, it is to say that the application of current laws across all agencies will require 
organized institutional knowledge at a large scale. Importantly, the tasks of improving 
public services and enforcing existing laws are not confined to one or even a few 
federal agencies or executive departments: every agency or department—or close to 
it—is likely to need expertise to make program improvements or address regulatory 
and enforcement issues.  
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II. Overview of Existing Technological 

Capacity 
 
In 2020, Congress passed the National AI Initiative Act,15 the most significant legislation 
yet to build public sector capacity on AI. Among other things, it created the National AI 
Advisory Committee (NAIAC), made up of industry leaders, academics, and civil society 
representatives to advise the President on AI issues. In its first annual report, 
published in May 2023, the Committee concluded: 

“The U.S. government cannot keep pace with AI’s speed and the 
commensurate demand for AI talent. It is true that the U.S. government 
has several successful efforts to bolster its ranks with technologists and 
other digital talent, such as 18F, the Presidential Innovation Fellows, GSA's 
AI Center for Excellence, and the United States Digital Service. But these 
programs cannot supply talent at the scale needed for agencies across 
the U.S. government to ensure America’s AI competitiveness and 
trustworthiness.”16 

In this Part, we survey the landscape of government technology services. Our review 
shows, in line with NAIAC’s report, that 
while there is extraordinary talent 
within the government, the design of 
the federal government’s technology 
services is not optimally aligned to 
address AI.  

The U.S. Digital Service. Perhaps the 
most prominent of these entities is 
the U.S. Digital Service (USDS). 
Established in 2014 in the aftermath 
of the rollout of healthcare.gov, the 
website set up to help Americans get 
health insurance coverage under the 

Affordable Care Act, USDS was established “to deliver better government services to 
the American people through technology and design.”18 Not surprisingly given its origin, 
it focuses on public-facing services, including websites and other tools used by citizens 

Federal IT Offices and Their Functions17 

18F “Buy it / Build it”: Consults with 
agencies to build in-house tech 
infrastructure or procure it from 
third parties. 

U.S. Digital Service 
(USDS) 

“Fix it”: Repairs or replaces outmoded 
or broken systems, like websites.  

Presidential 
Innovation Fellows 
(PIF) 

“Try it”: Experiments with new 
technologies and their applications in 
public services.  

Agencies “Own it”: Use and maintain systems.  
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when engaging with federal agencies. Some of its recent projects include redesigning 
the Department of Veterans Affairs’ website, building tools to help citizens find COVID-
19 vaccines, and updating the system used to make Medicare payments.19 Though it 
also consults on internal government functions like procurement, its principal focus, as 
USDS co-founder and current CFPB Chief Technologist Erie Meyer has observed, is in 
fixing systems when they break or require improvements.20 In this capacity, USDS has 
formed an exemplary model for government IT offices with clear and beneficial results. 

USDS screens prospective employees through its website before shepherding them 
through the formal hiring process for civil servants.21 To expedite this process, USDS 
uses what is known as “Schedule A” hiring authority.22 This authority allows agencies to 
fast-track hiring for internships, fellowships, and “programs that provide for a cross-
fertilization between the agency and the private sector to foster mutual understanding, 
an exchange of ideas, or to bring experienced practitioners to the agency.”23 It allows 
agencies to hire personnel for two-year term appointments, with an option to extend 
for an additional two years—no more than four years in total.24 By exempting 
applicants from the competitive civil service process25, USDS can quickly hire private 
sector technologists to take on critical public sector projects. 

Once its employees are hired, USDS’s work is funded in three ways: through OMB’s 
Information Technology Oversight and Reform (ITOR) account, from which it operated 
on a budget of $8 million in FY2021; through direct line-item appropriations, as in the 
case of the $200 million appropriated to it in the American Rescue Plan Act of 2021; or 
through reimbursements from agencies receiving its support.26 As of January 2022, it 
employed 215 people, and sought to capitalize on a wave of resignations from private 
technology companies to hire additional personnel.27 Its technologists hold expertise in 
one or more of five subject areas: engineering; design and user experience; data 
science; product, strategy, and operations; and procurement.28 They are housed either 
at USDS’s headquarters, or staffed out to particular agencies.29  

Given the diversity of USDS’s offerings to agencies, AI appears to form a small subset of 
its expertise. Though much of its most heralded work to date has been fixing and 
redesigning websites and similar systems,30 USDS currently seeks applicants with 
expertise in AI and machine learning.31  

Presidential Innovation Fellowship. Since welcoming its inaugural cohort in 2012, the 
Presidential Innovation Fellowship (PIF) has hired experienced private sector 
technologists with a record of innovative leadership for one- to two-year assignments 
at federal agencies. True to its name, it puts a premium on innovation, with fellows 
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oriented towards experimenting with novel technologies and implementing them in 
creative ways (in Meyer’s words, PIF’s job is to “try it”).32 It has gone through several 
iterations in its 11-year history: First established as an initiative within the Office of 
Science and Technology Policy (OSTP), PIF moved to GSA in 2013, where it remains 
housed in the Technology Transformation Services (TTS) division, part of the Federal 
Acquisition Service that oversees government procurement.33 Later, it was made 
permanent through executive order in 2015 and codified in the TALENT Act of 2017.34  

In 2020, PIF’s ranks included 62 fellows assigned to 25 different federal agencies.35 
Before 2022, it was funded through GSA’s Acquisition Services Fund, which consists of 
reimbursements from partner agencies;36 now, it is funded through GSA’s Federal 
Citizen Services Fund, which received $150 million in appropriations from the American 
Rescue Plan.37 Its governing statute gives its director broad authority to determine the 
criteria and procedures for hiring new fellows; it, too, qualifies for Schedule A authority 
given its fellowship status.38 Once hired, fellows work with agencies on complex tech 
initiatives, like building a platform to support research on automated vehicle safety at 
the Department of Transportation and analyzing health data from wearable medical 
sensors at the National Institutes of Health.39 Beyond supporting federal agencies, PIF 
also serves as a strong pipeline for future leaders in government tech. Among its 
alumni are the current Deputy Chief Technology Officer of the United States and tech 
leaders in federal agencies and state and local governments.40  

Given its focus on novel technologies, some of PIF’s recent work has focused on AI and 
machine learning applications. In one project, fellows collaborated with the 
Department of Transportation to build a platform to support research in automated 
vehicles.41 In another, they worked with the Department of Veterans Affairs to 
automate elements of the application process for veterans’ benefits using machine 
learning. 42 These projects demonstrate the type of work that agencies can undertake 
with support at a larger scale.  

18F. In 2014, the same year that USDS was established, a group of entrepreneurially 
minded PIFs founded 18F, named after the address of GSA’s headquarters in 
Washington.43 It aimed to be a nimble, “start-up”-like organization within government to 
deliver critical tech services to federal agencies; in Meyer’s words, its purpose is to 
build or buy it.44 Though it is housed within TTS, like PIF, it does not receive 
appropriations: It is a cost-recoverable organization, meaning that it must charge 
partner organizations for its work.45 It does this under two authorities: the Acquisition 
Services Fund, a revolving GSA fund of revenues from customer agencies; and the 
Economy Act, which permits agencies to purchase goods or services from other 
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agencies through memoranda of understanding (MOUs).46 18F’s revenue in FY 2022 
under both authorities was $36.2 million.47 However, its costs totaled to $37.4 million, 
resulting in a net operating loss of 1.2 percent; according to a 2021 Government 
Accountability Office report, it had operated at a loss for three out of the previous four 
fiscal years.48  

As of April 2021, 18F employed around 120 people.49 For its first five years, it hired 
most of its employees under expedited Schedule A authority, like USDS, for terms of 
no more than four years. But by 2019, recognizing the challenges of resource-intensive 
turnover and growing demand, it began to hire additional personnel under competitive 
service direct-hire authority, which provides for up to eight years of employment, 
rather than four. By March 2021, 40 percent of its staff were hired under direct-hire 
authority.50   

Today, along with USDS, 18F is perhaps the most prominent of the initiatives meant to 
boost federal tech capacity. Journalists covering government IT have noted its unique 
status as a public-sector start-up, and highlighted its efforts to build agency websites, 
reinforce cybersecurity systems, and even offer resources to state and local 
governments.51 However, concerns have also been raised that it has not sufficiently 
coordinated with other authorities in its guidance to agencies: In a 2021 report, GAO 
concluded that “by not coordinating in a more strategic manner on their guidance 
development efforts, USDS and 18F diminish their opportunities to leverage each 
other’s resources and achieve greater outcomes.”52 

United States Digital Corps. Established in 2021 by leaders in GSA, OMB, OPM, the 
Cybersecurity and Infrastructure Security Agency, and OSTP, the United States Digital 
Corps (USDC) is yet another initiative housed within TTS that provides for two-year tech 
fellowships.53 Though similar to PIF in recruiting and funding, it differs in its focus on 
attracting early-career talent, rather than people with extensive prior experience. It 
does this both to promote cutting-edge technological expertise and strengthen the 
pipeline for future federal IT leaders.54 Other than differences in recruiting criteria, its 
structure and projects are largely similar to other offices. Like USDS, the program splits 
fellows into “tracks” in different areas of specialization: software engineering, data 
science and analytics, product management, design, and cybersecurity.55 Like PIF, it is 
funded through the Federal Citizen Services Fund account, which received $150 million 
in funding from the American Rescue Plan to advance IT modernization goals.56 It 
welcomed an inaugural cohort of 30 fellows in 2021 and staffed them at 15 federal 
agencies, including VA, Centers for Medicare and Medicaid Services, and the Consumer 
Financial Protection Bureau.57  
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The IT Modernization Centers for Excellence. The six Centers of Excellence (CoEs) housed 
within GSA form another critical component of the federal IT support apparatus. 
Codified in the Information Technology Modernization Centers of Excellence Program 
Act of 2020 and funded through GSA’s Acquisition Services Fund (like 18F and PIF), 
each center is meant to incubate expertise and catalog best practices on specific areas 
of IT.58 Among them is one dedicated to AI, as mandated by the AI in Government Act 
of 2020;59 it has perhaps a more explicit focus on AI-related issues than any other IT 
support office in the government. Though its ranks are small, with GSA’s website listing 
two “artificial intelligence leads” among the Centers’ 33 staff,60 its work is significant: The 
IT Centers of Excellence publish an AI Guide for Government, a regularly updated 
document that offers a detailed explanation of AI technology and its applicability to 
public services.61 This informative resource advises agencies on things to consider 
when determining how and whether to implement AI systems in a responsible way, 
with chapters on topics including terminology, workforce development, and data 
cultivation.62 Though it engages directly with agencies through trainings and consulting, 
including on use case discovery and selection,63 the primary function that distinguishes 
it from other offices is in its role to catalog best practices, rather than engage in active, 
project-based consultation with agencies.  

Agencies. One thing all these offices have in common is that they serve to collaborate 
with and supplement the IT capacity that exists within agencies themselves. Many 
agencies have a Chief Information Officer (CIO), who oversees the agency’s information 
resources, IT professionals, and procurement spending. This position was created at 
24 of the major federal departments and agencies by the Clinger-Cohen Act of 1996, 
which decentralized authority over IT procurement from GSA and delegated it to 
individual agencies.64 In total, across the entire federal government, federal agencies 
and programs spent an estimated $92 billion on IT in FY2021.65  

 

III. Problems with Current System 
 
Federal agencies are not faced with a lack of offices willing to support their IT needs. 
But there are problems with the current regime of government IT that will make AI 
deployment and regulation more challenging: inadequate scale, problems with 
recruiting, insufficient attention to AI and automated systems, an overreliance on 
outsourcing, and a lack of coordination. We address each of them in turn: 
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1. Scale 

Current tech offices lack the scale needed to advise federal agencies on AI—a problem 
both of funding and of personnel. Combined, the USDS, 18F, and PIF have around 400 
employees—not all of whom necessarily have expertise in AI. In 2020, the entire GSA 
Federal Acquisition Service, which houses TTS (and its constituent offices) employed 
3,771 people—covering all types of acquisitions, from government vehicles to office 
supplies.66 Despite significant advances in federal IT capacity, there simply are not 
enough people in government to support AI deployment. Funding, too, is a problem: 
As noted above, 18F is a self-funded organization, receiving no congressional 
appropriations and requiring the use of funds appropriated to other agencies. USDS 
received $200 million in appropriations from the American Rescue Plan, a good start 
towards ramping up personnel. But the funds are only authorized for use until 2024 
and are not enough to build and sustain AI capacity.67 Without increased funding and 
personnel for federal IT support, efforts toward this end will be stalled.  

Indeed, agencies may lack technical support sufficient to implement laws and executive 
orders already on the books. A 2022 analysis by researchers at Stanford University 
found that the implementation of three measures related to AI from 2019 and 2020—
Executive Order 13,859 on AI Leadership, Executive Order 13,960 on AI in 
Government, and the AI In Government Act of 2020—faced serious challenges.68 Major 
requirements remained unfulfilled, including the publication of AI use case inventories 
at all agencies, of which 76 percent were unavailable.69 These failures suggest that 
agencies need assistance that far surpasses existing capacity—not only to build new 
systems, but to account for existing ones. 

  

2. Recruiting Talent and Building Public Confidence 

When government does big, important projects—like deploying AI to improve public 
services—its long-term success hinges, in part, on hiring enough people to undertake 
the initiative and gaining a high degree of public recognition and buy-in. Thus, any such 
initiative is likely to be more successful if it can grab the public’s attention and capture 
the imagination of prospective public servants—both of which our current regime 
could do better. As Suzanne Mettler observes in  The Submerged State, policies that 
make complex changes across many different federal agencies and market 
relationships leave many Americans unaware of their impact.70 The current federal IT 
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apparatus might be thought of as just such a policy: Given that AI expertise is spread 
among multiple offices, programs, and resources invisible to most Americans, the 
public might assume that no one in government knows anything about innovative 
technologies, as industry leaders have sometimes claimed. Such an assumption would 
naturally contribute to low levels of public trust and confidence in government to 
address the challenges that AI poses.  

An even more practical concern is that of recruiting. On average, the hiring timeline for 
federal employees is 106 days, longer even than targets set by the Office of Personnel 
Management (OPM).71 Agencies are also limited in their inability to offer compensation 
comparable to similar positions in the private sector, particularly in the tech industry.72 
Government tech offices, which already face steep salary competition from private 
sector firms, may be more likely to hire AI personnel with a splashy, unified brand to 
attract them, one that emphasizes the promise of using cutting edge technologies for 
the public good. AI efforts should thus seek to have enough salience to inspire recruits 
and to retain them.  

Important to public confidence is accountability. Given that current AI expertise is 
spread among many different offices, it is more difficult for the President, Congress, 
and the public to hold responsible officials accountable. In the current ecosystem, with 
multiple leaders juggling overlapping responsibilities, it may be difficult for Congress 
and the public to even determine who is in charge when things go wrong or right. This 
is also oftentimes because leaders ostensibly responsible for tech initiatives are not 
directly involved in their implementation. As former Deputy U.S. CTO Jennifer Pahlka 
has observed,  

“Digital work, which in our larger society commands so much attention 
(whether it’s lionized or vilified), in government is reduced to an 
afterthought. It’s not what important people do, and important people 
don’t do it. They hand it off to people many rungs down the ladder, or to 
companies hired to do it for them. At times it almost seems that status in 
government is dependent on how distant one can be from the 
implementation of policy.”73 

With a single leader overseeing AI technical support, by contrast, they would have 
direct knowledge and involvement in major implementation efforts. Stakeholders 
including agencies, Congress, the President, and the public would know exactly who is 
responsible, enabling them to exercise effective oversight and ensure accountability 
for mismanagement and error. By the same token, a single leader would also have 



 

 
 

15 vu.edu/vpa 

greater authority to coordinate and prioritize effort to accomplish goals—and would 
get credit for major initiatives.74  

3. Attention to AI 

Though USDS, 18F, PIF, and other federal IT offices certainly employ some 
technologists with experience in AI and machine learning, there is no support office 
that is devoted exclusively to these technologies. We do not intend to suggest that the 
government ought to isolate consideration of AI from all other IT functions; quite the 
contrary. But we do believe that coordinating AI deployment within the whole 
ecosystem of government IT support will require an entity to make sure that AI experts 
have a seat at the table. To switch metaphors, if we liken the ecosystem to an 
orchestra, with sections of instruments devoted to areas like web and app design, 
procurement, and data, our moment requires a new instrument: one focused on AI.  

4. Outsourcing to Private Consulting Firms  

Another problem is that the lack of government capacity on AI may push the federal 
government to rely on outsourcing to consulting firms. Some of the leading 
government consulting firms are already taking advantage of interest in AI to market 
services to federal agencies. Booz Allen Hamilton, for example, describes itself as “the 
leader in providing AI services for the federal government.”75 It offers consultation for 
federal agencies on AI applications including search algorithms, public health modeling, 
and security tools, as well as AI training and education to “enable federal agencies to 
lead the digital transformation of the workforce.”76 Meanwhile, Accenture, a leading 
provider of cloud computing platforms and software, offers an entire host of services 
tailored directly to federal agencies, combining actual technology (like custom-built 
enterprise cloud platforms for the Department of Defense) with consulting. The firm 
offers three services for AI consulting: Their “Federal Generative AI Institute of 
Excellence,” designs prototypes and applies models at scale for government clients, 
while the Discovery Lab and Government Futures Lab offer data scientists, engineers, 
and strategists to partner with federal agencies.77 It also markets a chatbot called 
FedGPT, which applies large language models (LLMs) to analyze sensitive government 
data.78 Essentially, what these firms—including others like McKinsey & Company,79 
Deloitte,80 and Boston Consulting Group81—purport to offer are ready-made AI 
systems and support teams for federal agencies, available by contract.  
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Such systems, by virtue of the AI industry’s oligopolistic structure, are likely to be 
powered by one of a small number of large tech companies: Amazon, Microsoft, and 
Google. In the AI “tech stack,” this is particularly evident at the layer of cloud 
computing: The high capital costs and economies of scale present in maintaining large-
scale compute infrastructure mean these companies’ cloud services—Amazon Web 
Services, Microsoft Azure, and Google Cloud Platform, respectively—are the primary 
entities capable of offering these services at scale.82 So, when consultants market AI 
systems to federal agencies, they are partly marketing infrastructure provided by Big 
Tech—a fact that they publicly champion. McKinsey and Google Cloud Platform have a 
partnership in cloud computing.83 Deloitte advertises its relationship with AWS.84 If 
federal agencies outsource AI models and applications to consultancies, they may 
further entrench the dominance of these companies.  

Beyond the likelihood of entrenching incumbents, outsourcing AI operations may also 
result in bureaucratic decay and higher expenses, threatening agencies’ ability to 
deliver on their mandates. As Mariana Mazzucato and Rosie Collington document in 
their book The Big Con, outsourcing to private consultants often means artificially high 
costs, limited accountability, and weakened public sector capacity.85 These problems 
hold concerning implications for outsourcing on AI.  

First, private contractors often deliver projects at higher costs, on longer timelines, and 
of lower quality than agencies might themselves. Just ask the federal officials blamed 
for the initial failures of healthcare.gov when, in fact, CMS relied on 60 outsourcing 
contracts totaling $1.7 billion in spending for the digital infrastructure needed to 
operate the online marketplaces—including contracts with Booz Allen and Accenture.86 
In the context of transit infrastructure, one New York University study found that hiring 
consultants was commonly accepted to be three times as expensive as developing in-
house capacity.87 Part of the problem is that, as Mazzucato and Collington explain, 
consultants often obtain their contracts through their ability to create an impression of 
value, rather than a quantifiable value-add to an organization.88 Thus, their costs often 
far exceed the actual value of the service they provide, resulting in a form of rent 
extraction.89 In the aggregate, consulting contracts also diminish the ability of civil 
servants to retain institutional knowledge in areas prone to outsourcing like IT—thus 
raising the costs of re-insourcing and entrenching a reliance on the very same 
consultants.90 In other words: Once you start outsourcing, it is hard to go back, 
resulting in higher costs in the short, medium, and long term.  

A related problem concerns accountability for critical public sector functions. By 
preventing the development of in-house knowledge, outsourcing makes it more 
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difficult for agencies to direct procurement and manage contracts with vendors—both 
of which are especially vital functions in the context of AI and IT more generally.91 
Mazzucato and Collington discuss the example of the Danish government, which after 
years of outsourcing public sector IT infrastructure to private consultants found itself, 
at its own admission, “unable to manage IT systems efficiently and responsibly” and 
without “the necessary control over IT projects.”92 This was because, as one Danish 
official said, “all the knowledge and know-how and documentation . . . are in the hands 
of a few employees at certain vendors.”93 This may be particularly troubling in the 
context of AI, in which opacity of algorithms is already a significant challenge to public 
sector norms of transparency and accountability.  

Outsourcing also has implications for regulation. Without in-house expertise that they 
can turn to when developing and enforcing rules, regulators may have more difficulty 
regulating complex technologies.94 Moreover, they may be left to seek information 
from the very actors they are attempting to regulate, or consulting firms that may 
partner with these companies. As in other regulatory contexts, this creates a conflict of 
interest that private firms may exploit.95 

Importantly, the problems with outsourcing extend far beyond efficiency in AI 
deployment and regulation: They concern the distribution of power in a democratic 
society.96 As we embark on a new chapter in American technological development with 
the deployment of AI systems at scale, we also have an opportunity to construct a new 
system for building public sector capacity: one that avoids the pathologies of 
outsourcing and instead chooses to invest in a more accountable, manageable, and 
innovative technical infrastructure. 

5. A Lack of Coordination on Major Initiatives 

Deploying AI technology at scale is a massive undertaking. Even the implementation of 
something as seemingly simple to users as a chatbot on a federal agency’s website 
requires numerous inputs: procuring of cloud computing services; developing a model 
optimized for addressing the agency’s chatting needs; training the model; and 
integrating of the model into the design of the website itself to create the application.97 
Multiply this by the number of agencies looking to implement chatbots, and one gets a 
sense of the effort required to implement just a single type of AI application—not to 
mention the many more that may be useful to federal agencies and the public.  

The federal government’s engagement with AI will require extensive coordination 
between government IT offices, including on procurement, research and development, 
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delivery, and guidance to agencies. There are reports, however, that a lack of 
coordination between existing offices has been a problem. In August 2023, FedScoop 
reported that a lack of coordination between the heads of USDS, OMB, and GSA had 
“caused severe delays” and “stymied progress” in the implementation of the 21st 
Century Integrated Digital Experience Act (IDEA Act), legislation passed in 2018 
requiring agencies to modernize their websites, replace paper forms with electronic 
ones, and expand the use of electronic signatures.98 Senior IT officials speaking on the 
condition of anonymity claimed that misalignment between these officials effectively 
resulted in smaller projects being prioritized over the significant deliverables the law 
required.99 This is a concerning prospect for AI projects.  

Internal government reports have recognized similar risks: In December 2021, a 
Government Accountability Office (GAO) report documented a lack of coordination 
between USDS and 18F on guidance issued to agencies, writing that “neither entity had 
an established, documented coordination approach, even though they had issued 
guidance on the same IT acquisition and development topics with similar content.”100 
Even more strikingly, the management of IT acquisitions and operations has been an 
area listed on GAO’s “High Risk List” every year since 2015.101 Though “the executive 
branch has undertaken numerous initiatives to better manage the more than $100 
billion that is annually invested in IT,” it has found that “federal IT investments too 
frequently fail to deliver capabilities in a timely manner.”102 As the GAO noted in 2021, 
“not coordinating in a more strategic manner” means IT offices are not as effective as 
they could be.103 

 

IV. Existing Proposals 
 
We are not the first to observe that the federal government needs help in AI. In this 
Part, we review existing proposals and discuss why they may not be sufficient to 
address the challenges the federal government faces.  

National Artificial Intelligence Research Resource. In the same National AI Initiative Act 
that created the NAIAC, Congress also authorized a task force to study the viability of 
developing a National Artificial Intelligence Research Resource (NAIRR): AI 
infrastructure for use by researchers and the public. Following the task force’s report, 
which was released in January 2023,104 a bipartisan group of legislators have proposed 
to create the NAIRR in the CREATE AI Act. Run by an independent operating entity 
selected through a competitive bidding process—which may be a federally funded 



 

 
 

19 vu.edu/vpa 

research and development center (FFRDC)—the NAIRR would provide for a public-
access to cloud computing resource that researchers, students, and businesses could 
use to study and develop new AI applications.105 This is a strong proposal, but it does 
not address the concerns we outline in terms of the personnel needed for improving 
public services.  

National Reserve Digital Corps. In a proposal endorsed by the NAIAC, the National 
Security Commission on Artificial Intelligence recommended the creation of a civilian 
National Reserve Digital Corps, which would fast-track the hiring of part-time civilian 
technologists to work at least 38 days per year to support government tech projects.106 
While this proposal could complement efforts to accelerate the hiring of AI experts, it 
would only boost short-term hiring for occasional work; it does not provide for hiring 
career technologists, nor is it likely to resolve the significant problem of scale. 
Nonetheless, it may be a helpful complement to other policies.  

Chief AI Officers at Agencies. In July, the Senate Committee on Homeland Security voted 
to approve legislation sponsored by Senators Gary Peters and John Cornyn creating 
the position of Chief AI Officer at each federal agency, in the hopes that such a position 
will help guide the responsible implementation of AI at each agency. Called the AI LEAD 
Act, the bill would also create an interagency council of these officers to better 
coordinate on AI initiatives across the government.107 While this proposal shares our 
goal of building capacity and improving coordination across agencies, we believe that 
more is needed. In addition to decentralized IT efforts across each agency, flexible 
capacity that can operate across all of government will be essential to achieve scale in 
an efficient manner. The proposal could be complemented by building out a workforce 
of AI technologists beyond these leadership roles, who could be deployed to work with 
the Chief AI Officers at different agencies based on need.  

AI Training for Federal Officials. In May, another bill introduced by Senator Peters, co-
sponsored with Senator Mike Braun, proposed creating an AI training program for 
federal supervisors and management officials.108 Called the AI Leadership Training Act, 
it follows recommendations from NAIAC and NSCAI to promote AI capability among 
federal officials and would require the director of OPM to institute a training program 
covering AI’s capabilities and risks, safety and ethical issues, and established best 
practices.109 While this proposal, too, shares our goal of building public capacity, our 
proposal goes beyond training existing personnel to increasing the number of 
technologists who can consult with these personnel on a government-wide, project-by-
project basis.  
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V. Expanding AI Capacity: The U.S. 

Artificial Intelligence Service (USAIS) 
 
The problems of insufficient scale, challenges with recruiting, and outsourcing make 
clear that the federal government needs a team of technologists dedicated to AI, to 
coordinate, expand, elevate, and focus efforts to deploy and regulate this technology. A 
U.S. Artificial Intelligence Service (USAIS) could provide a comprehensive AI support 
system inside the government, concerned just as much with providing advice to federal 
agencies developing their own systems and approaches to AI governance as doing it 
on their behalf. Whether created as its new entity within OMB, or as a subgroup within 
USDS, the USAIS would consist of technologists with expertise in AI and would be run 
by a director with considerable experience in AI.  

Creating the USAIS. While the USAIS could be created by congressional legislation, we 
believe that it can be implemented through executive order under existing legal and 
budgetary authorities. We provide a draft of such an executive order in the Appendix. 
It could be housed within OMB, co-equal with USDS, or created as a team within USDS. 
Either way, the authorities used to establish it would match those used to found USDS: 
Employees would be hired using OMB billets, and initial funding, at least until direct 
appropriations can be made, would be drawn out of the Information Technology 
Oversight and Reform (ITOR) account.110 It may also be possible that funding could be 
drawn from another tech fund, like the Technology Modernization Fund, which 
received $1 billion in appropriations from the American Rescue Plan.111  

Most personnel would be hired under expedited Schedule A authority, allowing for up 
to four years of employment. Others could be assigned to USAIS through one of 
several partner programs: PIFs, for example, could be hired through that program and 
then assigned to the USAIS, as is often done at USDS and other IT offices. Presidential 
Management Fellows (PMFs)—recent graduates hired for two-year fellowships that can 
subsequently be extended into competitive civil service jobs—can also be assigned to 
the USAIS.112 Beyond establishing these measures for funding and hiring, the USAIS 
could be directed to coordinate with existing offices on agency guidance, project 
management, and personnel, and immediately begin consulting with regulators and 
agency IT offices.  
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Importantly, hiring AI experts through these authorities—particularly Schedule A 
authority, which is time limited—would allow the federal government to recruit 
talented experts from the private sector. Private sector AI experts may want to work in 
the government for a few years to take on a new challenge and engage in public 
service—but without becoming career civil servants. This authority would enable such 
short-term hires, and it would ensure that the USAIS also has experts familiar with 
cutting-edge private sector AI developments. 

Function of the USAIS. As a service, the USAIS would help agencies improve government 
services, and support them when they need assistance in understanding AI 
technologies.  

It could work with agencies to ensure that AI tools are deployed within consistent 
standards set out by policymakers—including the OSTP’s Blueprint for an AI Bill of 
Rights.113 By helping agencies develop their AI applications in-house and keeping them 
from having to seek advice or capacity from expensive and unaccountable private 
consultants—not to mention Big Tech companies—the USAIS can help deliver a better 
AI user experience for citizens and civil servants alike.  

Benefits of the USAIS. Creating a USAIS will be immediately valuable to agencies in 
search of expert guidance and technical support. By centralizing AI technical support in 
a single place, the USAIS would be a one-stop shop for federal agencies requiring AI 
help. By supplementing existing personnel with many new hires, it would quickly scale 
up the federal IT apparatus. Because it would be a notable, new focal point for federal 
AI efforts, the USAIS will be better able to attract technologists from the private sector 
and improve public confidence in the government’s ability to tackle new technologies. 
And if it scales up sufficiently, it could replace potentially costly and unaccountable 
private contractors. In short, the USAIS will signal to agencies, lawmakers, and citizens 
that their government is prepared and committed to address both the challenges and 
opportunities of technological development, no matter how complex.  

Beyond its immediate usefulness to agencies, a USAIS may also have important 
downstream effects. By building a workforce of AI technologists with experience across 
the entire federal government, the USAIS has the potential to create a pipeline of 
people to join the staff of individual agencies. Just as former PIFs have gone on to 
oversee various federal and state IT offices, top USAIS alumni can go on to join the 
department of an agency as its CTO and build out sophisticated in-house capacity to 
address any number of current and future AI needs the agency might have. Others 
may also go on to help cities, states, and local governments build their own AI 
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infrastructure, extending their knowledge and experience to the often-unique 
problems of municipal and rural governance. Currently, several states—including 
California, Colorado, New Jersey, and Georgia—are creating their own public sector 
digital services.114 When these and other new organizations need to hire technologists 
with extensive public-sector AI experience, they will be able to draw upon USAIS 
alumni. Thus, the creation of a USAIS has the potential not only to build AI capacity at 
the federal level, but at all levels of American government.  

Caveats. We must note some important caveats in our proposal. First, with respect to 
AI deployment, the USAIS should not simply respond to crises or do agencies’ bidding 
on AI projects. As a team of well-rounded experts, it should work with agencies to 
address problems, including whether to use an AI system in the first place to achieve a 
particular objective. As Jennifer Pahlka explains:  

“Because digital is seen as a mere implementation detail, separate from 
the important work of creating policy, it is assumed that digital teams 
should simply follow orders from above and not exercise their own 
judgment. The people implementing policy may (or may not) try to 
engage in problem solving, but they are constrained by the directives 
they received, which frequently make no sense for the on-the-ground 
conditions of implementation.”115  

To avoid this problem, the USAIS should consult with agency leaders and IT teams to 
determine that the technological specifics are carefully tailored to the outcomes they 
hope to achieve. In many instances, agencies may wish to fulfill a particular objective—
such as expediting an internal process or improving a public-facing service—but not 
know exactly what technology is best suited to fulfill that objective. An automated 
system might be the right choice, or it might not. If appropriate, the USAIS would help 
the agency build and implement an AI system, but if not appropriate, it should refer the 
agency to other government resources, like USDS or 18F, that might be able to offer a 
more appropriate, non-AI solution. 

Second, it is also critical to note that the individuals employed by USAIS would not be 
AI policymakers, but technologists. As with USDS, the private sector technology experts 
joining government to work at USAIS would not be directing AI regulatory policy, which 
could leave the door open for industry capture. Instead, they would be providing 
technical expertise to support agencies in fulfilling their obligations to the public.  

Third, the fragmentation of IT services across government presents issues beyond the 
deployment and regulation of AI—issues that in the short term may be exacerbated by 
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the addition of another office.116 However, given the importance of AI, a new office 
would help recruit and scale staff. We offer a proposal to address the challenges of 
coordination in the next Part.  

Finally, we acknowledge that just as certain applications of AI in the private sector raise 
serious concerns related to privacy, civil rights, and other important issues, so too do 
certain applications in the public sector. We stress that it will be the obligation of USAIS 
leadership and staff—and the entire federal government—to ensure that AI 
technologies are deployed in ways that respect and protect these and other important 
rights.117 In addition, we note that the USAIS is meant to support civilian, not military, 
agencies.  

 
 

VI. Improving Tech Coordination: The 

U.S. Technology Administration (USTA) 
 
Establishing a USAIS will help address the immediate problem of a lack of capacity in AI, 
but significant challenges with the current system of tech service provision will likely 
remain—including from insufficient scale and funding, difficulties with hiring, and 
coordination. To address these broader issues, Congress should pass legislation to 
create a U.S. Tech Administration (USTA), a federal agency under which all existing IT 
offices—including USDS, 18F, PIF, and the new USAIS—would be housed. The USTA 
would be headed by an Administrator, who would be appointed by the president and 
confirmed by the Senate and could also be given the title of Chief Technology Officer of 
the United States.118 The USTA would function as a centralized clearinghouse for all the 
federal government’s tech-related needs, including procurement, development, 
consulting, and training. The USTA could be a standalone agency, or it could be a 
successor to the TTS division within the GSA that raises the profile and standing of that 
office and its constituent parts. Critically, Congress should ensure that the USTA gets 
consistent and expanded appropriations from Congress. 

The USTA would consolidate existing IT offices under a central structure. USDS, the 
new USAIS, 18F, PIF, USDC, and the IT Modernization Centers of Excellence would be 
brought under one roof with cross-cutting leadership. This would allow for greater 
strategic and tactical coordination between the existing offices, particularly where they 
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have overlapping functions, like supplying agencies with guidance and building out 
digital infrastructure. It would also allow for greater direct appropriations and more 
effective congressional and public oversight of the entire landscape of federal IT. A 
combination of competitive service hiring and short-term hires under Schedule A and 
direct-hire authority would allow the USTA and its constituent offices to rapidly scale 
up the number of federal tech workers and provide for their professional development 
in collaboration with one another, aiding in retention.  

The most obvious benefit of the USTA is its ability to better coordinate the fragmented 
ecosystem of existing IT services to unite around a more integrated tech strategy. By 
empowering the Administrator to bring together existing offices and develop cohesive 
plans for guidance and deployment, the USTA can streamline the implementation not 
only of future tech initiatives, but also of statutory obligations, such as modernizing 
agency websites under the 21st Century IDEA Act.119 

We acknowledge that a consolidation of government IT services, especially when they 
are to provide technical assistance to regulators, may result in industry capture. While 
we share concerns about capture, we believe that these concerns are misplaced here. 
Capture can exist even when there are separate, fragmented services across 
government, as is the status quo. Indeed, capture may even be more easily facilitated 
in the current state than it would be under our proposal: With multiple entities and 
individuals responsible for federal tech administration, it is harder for Congress, the 
press, and the public to exercise their oversight powers and hold government 
accountable for deploying technology.  

That brings us to a second, and no less important, benefit of a USTA: its facilitation of 
greater accountability. As we note, both Congress and the public will be able to hold 
the federal IT apparatus more accountable than they are under the current framework. 
Moreover, because the Administrator holds ultimate responsibility for tech support 
initiatives, the public will know not only who to blame when things go wrong, but also 
who to praise—along with hard-working civil servants—when initiatives succeed.  

A third and related reason for creating the USTA has to do with recruiting and public 
confidence. Creating a USTA will create not only a new managerial structure, but also a 
bold and unified public brand. This will help recruit and retain talented workers: For 
technologists interested in devoting part of their careers to public service at the federal 
level, they will have no further to look than the USTA—the organization that oversees 
all public sector tech development. By allowing personnel to move around among 
USTA’s subsidiary programs and work with many different federal agencies in the 
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process, they can gain valuable professional development experience. Many may 
aspire to rise through the ranks of the organization as they might in a Silicon Valley 
firm, maybe even to become Administrator. Creation of the USTA would also likely be 
salient enough to capture the public’s attention. By simplifying the federal tech 
apparatus and taking credit for projects that improve public services, the USTA could 
become a popular and trustworthy arm of government.  

 

VII. State, Local, Territorial, and Tribal 

AI Capacity  
 
The USAIS and USTA are proposals for the federal government to improve its capacity 
to use AI to improve public services and programs, but capacity on AI will also be 
necessary at the state and local level. As we have observed, building federal capacity 
may have positive spillover effects that benefit the states, local, territorial, and tribal 
governments—personnel with federal experience could move to these other 
jurisdictions to help them with their adoption of AI to improve public services.  

But it is also possible that these other jurisdictions could create their own versions of 
the USAIS and USTA. Indeed, the USDS inspired several state governments to create 
services using a similar model.120 On this approach, states and other jurisdictions could 
create offices to accelerate the hiring of technologists with experience in AI or offices 
that coordinate AI deployment with other digital and IT efforts. Given the variation 
between jurisdictions, developing such a proposal more fully is beyond the scope of 
this paper.  

Conclusion 
The introduction of AI technology at scale has created serious challenges that federal 
agencies must work to resolve. But it also creates a significant opportunity: The federal 
government has both the power to use this technology to improve public services and 
the responsibility to implement existing laws to protect the public. The creation of a 
USAIS and a USTA will be critical steps towards helping the entire federal government 
deliver for the American people.  



 

 
 

26 vu.edu/vpa 

Appendix: Draft Executive Order 

Creating a USAIS 
 

By the authority vested in me as President by the Constitution and the laws of the 
United States of America, it is hereby ordered as follows: 

Sec. 1. Purpose. As artificial intelligence (AI) is rapidly implemented throughout the 
American and global economy, our Government must make significant investments in 
its capacity to harness the opportunities and address the risks of this technology. AI 
has the potential to improve public services, whether in the form of chatbots that make 
federal websites easier to navigate, or automated systems that reduce the paperwork 
burdens of federal employees, or algorithms designed to help federally funded 
programs engage in cutting-edge research. Just as importantly, regulators must be 
empowered with the technical understanding they need to be able to enforce the laws 
as they apply to AI in areas including civil rights, worker’s rights, competition, credit and 
lending, housing, and more. Both tasks will require extensive technical support. 
Though our Government employs many capable and hard-working technologists, both 
at agencies and in dedicated cross-government information technology (IT) teams, far 
more are needed to assist in the deployment and regulation of AI at scale.  

Executive Order 13,960 of December 3, 2020 (Promoting the Use of Trustworthy 
Artificial Intelligence in the Federal Government) required agencies to publish 
inventories of AI use cases. The AI in Government Act of 2020 required the 
development of guidance for agency use of AI. The National Artificial Intelligence 
Initiative Act of 2020 created the National Artificial Intelligence Initiative Advisory 
Committee, and required that it advise the President on, among other matters, how to 
“streamline and enhance operations in various areas of government operations, 
including health care, cybersecurity, infrastructure, and disaster recovery,” and 
“matters relating to oversight of artificial intelligence systems using regulatory and 
nonregulatory approaches, the responsibility for any violations of existing laws by an 
artificial intelligence system, and ways to balance advancing innovation while protecting 
individual rights.” Executive Order 14058 of December 13, 2021 (Transforming Federal 
Customer Experience and Service Delivery to Rebuild Trust in Government) declared 
that “Government must be held accountable for designing and delivering services with 
a focus on the actual experience of the people whom it is meant to serve.” The Office 
of Science and Technology Policy’s Blueprint for an AI Bill of Rights advanced five 
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principles to “guide the design, use, and deployment of automated systems to protect 
the American public in the age of artificial intelligence.” Consistent with these directives, 
this Administration will build additional capacity in the federal government to use 
artificial intelligence to improve public services and programs and assist agencies to 
execute on their missions.  

Sec. 2. Policy. Executive departments and agencies (agencies) shall take actions within 
their respective authorities, including, as appropriate, through the provision of 
technical assistance and personnel, to enhance efforts to build government capacity 
on AI. It is the policy of the United States to: 

(a) Coordinate efforts to deploy AI technology to improve citizen services, while 
ensuring safety, trustworthiness, responsibility, and adherence to consistent 
standards, including the Blueprint for an AI Bill of Rights; 

(b) Empower regulators to apply existing laws to AI technology by providing them 
with expert technical guidance;  

(c) Increase the number of public sector technical personnel with expertise in AI 
technology; 

(d) Ensure that hiring and retention policies are consistent with the need to rapidly 
build technical capacity; and 

(e) Build in-house capacity on new technologies, instead of relying on outsourcing 
for critical operations, wherever possible. 

Sec. 3. U.S. Artificial Intelligence Service. (a) There shall be established a U.S. Artificial 
Intelligence Service (USAIS), within the Office of Management and Budget (OMB).  

(b) The USAIS shall be headed by a Director, who shall be appointed by the President. 
The Director shall advance responsible and trustworthy AI adoption and regulation, 
including by coordinating guidance and technical support offered to agencies on AI 
deployment.   

(c) To the extent permitted by law, the Director of the Office of Personnel Management 
(OPM) shall authorize the Director of the USAIS to hire technologists with expertise in 
AI technology under one or more excepted service hiring authorities, or competitive 
service direct-hiring authority.  

(d) The USAIS shall: 

(i) consult with agencies seeking to implement automated systems to improve 
public services or internal systems,  



 

 
 

28 vu.edu/vpa 

(ii) refer agencies to other IT offices to fulfill objectives when an AI system is not 
required, inappropriate, or not the most effective means of achieving the policy 
objective, 

(iii) provide technical guidance at the request of agencies related to AI 
technologies or their uses. 

(e) The USAIS shall not be authorized to provide input on matters of regulatory policy 
except by the provision of neutral technical guidance at the request of regulatory 
authorities. 

Sec. 4. Report. The Director of the USAIS, within one year of the date of this order and 
annually thereafter, shall submit a report to the President through the Director of the 
OMB describing the USAIS’s activities over the preceding year and making 
recommendations on what additional resources are needed to successfully achieve its 
objectives, as defined by this order. 

Sec. 5. General Provisions. (a) Nothing in this order shall be construed to impair or 
otherwise affect: 

(i) the authority granted by law to an executive department or agency, or the 
head thereof; or 

(ii) the functions of the Director of the Office of Management and Budget 
relating to budgetary, administrative, or legislative proposals. 

(b) This order shall be implemented consistent with applicable law and subject to the 
availability of appropriations. 

(c) This order is not intended to, and does not, create any right or benefit, substantive 
or procedural, enforceable at law or in equity by any party against the United States, its 
departments, agencies, or entities, its officers, employees, or agents, or any other 
person. 

Signature of President 

________________________ 
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