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Introduction1 

Since OpenAI released ChatGPT in November 2022, debates over regulating artificial 
intelligence (AI) among policymakers, technologists, and scholars have intensified. For 
all the interest in regulating AI, however, there has been comparatively little discussion 
of AI’s industrial organization and market structure.2 This is surprising because critical 
layers in the AI technology stack are already highly concentrated.3  As in other areas, 
monopoly and oligopoly in these industries can not only distort markets, chill 
investment, and hamper innovation, but also facilitate downstream harms to users, 
threaten national security and resilience, and help accumulate private power in 
relatively few hands. 

In this Policy Brief, which is drawn from a more extensive research paper, we argue 
that policymakers should use antimonopoly tools to regulate the harms that come 
from concentration in the AI “technology stack.” These include public utility tools, 
including structural separations, nondiscrimination requirements, and interoperability 
rules; public options for cloud computing and data resources; and consideration of 
competition when making industrial policy investments or engaging in procurement. 

Understanding the AI Technology Stack 

Understanding the AI technology stack is the foundation for identifying problems that 
arise from market power and concentration. Drawing on accounts from industry 
investors and analysts, AI’s technology stack can be described in four basic layers: 
hardware, cloud computing, models, and applications.  
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Figure 1. The Generative AI "Tech Stack" (source: Andreesen Horowitz4) 

• Hardware. The hardware layer includes the production of microchips and 
processors—the horsepower behind AI’s computations. This layer is extremely 
concentrated, with a few firms dominating important aspects of production. This 
is partly because as chip technologies have become more and more 
sophisticated, fewer firms are able to supply the needed technologies. Nvidia, 
which designs chips, has captured between 80 and 95 percent market share of 
the GPU chip business used for AI.5  Nvidia’s chips are, in turn, manufactured 
(i.e., fabricated) by Taiwan Semiconductor Manufacturing Corporation (TSMC),6 
which is far and away the dominant semiconductor manufacturer.7 Only 
Samsung also fabricates the smallest, highest powered chips.8 To make the 
smallest chips requires photolithography equipment, something only one 
company in the world, the Dutch firm ASML,9 provides—and sells for between 
$150 and $200 million per machine.10 

• Cloud Computing. The cloud computing layer consists of the computational 
infrastructure that is required to host the data, models, and applications that 
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comprise AI’s algorithmic outputs. This layer, too, is highly concentrated, with 
three firms (Amazon Web Services (AWS), Google Cloud Platform, and Microsoft 
Azure) dominating the market. It features several dynamics that tend toward 
concentration and make sustaining competition difficult, including extremely 
high capital costs and significant switching costs to move from one provider to 
another.  

• Models. The model layer includes data, stored in unstructured “data lakes” or 
more structured “data warehouses”; algorithmic models, which many think of as 
“AI”; and modes of accessing these models, including model hubs (where 
developers can download and use publicly available models) and application 
programming interfaces (or APIs,  which allow developers to communicate with 
proprietary models that may not be publicly available). Some firms are fully 
integrated and offer all three products, which are then used to develop 
proprietary applications; others only offer models; and still others are more 
disaggregated, offering raw data or serving only as a model hub.  

• Applications. Applications are the part of the sector that the public interacts with 
most directly: When we enter a prompt into ChatGPT, for example, we use an 
application (ChatGPT). The application draws on all prior layers in the stack: it 
interacts with a model (GPT4); that model is stored in a cloud computing 
platform (Microsoft’s Azure); and that platform requires microprocessing 
hardware (designed by Nvidia and fabricated by TSMC). While some firms in the 
application layer build their products on open-source—that is, free and publicly 
available—models, many others offer applications built upon existing 
proprietary foundation models. Yet others are vertically integrated, offering both 
the foundational model and applications built on them. Critically, though both 
types of firms compete in the applications market, those that are not vertically 
integrated depend upon the firms that are for access to their models.   

The Problems with an AI Oligopoly 

Understanding the AI technology stack shows that significant portions of AI’s industrial 
organization and market structure are likely to be, and already are, dominated by a 
small number of firms—and that these dominant firms are vertically integrating across 
the stack. This concentration—an AI oligopoly—is concerning for a variety of reasons, 
including abuses of power, national security and resilience risks, exacerbated 
economic inequality, and its effects on democracy.   
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Abuses of Power. Concentration across the AI stack creates opportunities and 
incentives for dominant firms to abuse their power, with consequences for 
competitors, would-be entrants, and the public. These abuses include, but are not 
limited to: 

• High Prices. In hardware, dominant firms could demand monopoly and/or 
oligopoly prices for photolithography equipment, chip design, and chip 
manufacturing. Cloud computing firms might also charge monopoly or oligopoly 
prices. In the model layer, the high costs of obtaining good data and sufficient 
compute infrastructure constitute a steep barrier to entry, and foundation 
model providers might therefore be able to raise prices to downstream 
application developers for model access. 

• Self-Preferencing and Discriminatory Prices and Terms. Monopoly or oligopoly 
firms at each layer in the stack may discriminate between downstream firms, 
offering better terms or prices to their vertically-integrated businesses as 
opposed to competitors. Reports already indicate that Nvidia preferences some 
customers over others11 and that TSMC prioritizes its relationship with Apple 
over other customers.12 This poses substantial downstream risks to competition 
and innovation. Model providers may also favor selected AI-based applications, 
including vertically integrated applications, through selectively exposed APIs.13 In 
extreme cases, dominant firms could refuse to deal entirely with a customer 
who is also a competitor.14 For example, Microsoft Azure could preference 
OpenAI, in which it has a financial stake, over other competitors, when offering 
access to its cloud computing infrastructure. Model providers might also favor 
their own applications over others by charging higher rates to third-party 
developers than their own in-house business lines, exclude some third-party 
applications from use of the model altogether, or they might prefer or 
advantage their own separate business lines. For example, if people ask 
Microsoft Bing what they should do this weekend, it might suggest playing the 
videogame Call of Duty—which Microsoft also owns.15 

• Lock-In Effects. Cloud providers have taken steps to entrench their dominance 
by facilitating lock-in effects that raise the costs for consumers to switch 
providers through egress fees and multi-year contracts.16 These effects 
exacerbate the already-high switching costs in compute, due to factors like 
personnel expertise in a particular platform.17 
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• Copying. In cloud, multiple firms have already complained that AWS has copied 
their product and offered their own integrated version of the product, harming 
their company’s value and future business.18 Firms that copy applications from 
competitors and incorporate them into their own offerings prevent competition 
and chill innovation. Venture capitalists describe this practice as creating a “kill 
zone,” wherein the likelihood of copying or acquisition by a dominant firm 
discourages investment in innovative companies and products.19  

National Security and Resilience. Concentration at critical points in the AI 
technology stack raises significant concerns for national security and resilience. With 
very few chip companies, the possibility that one foundry could be shut down due to a 
pandemic, weather event, war, or other emergency is significant.20 Such an event would 
cause supply chain challenges for both military and non-military critical infrastructure. 
Concentration in cloud computing raises risks too: An oligopoly of cloud providers, 
integrated up and down the AI stack and without interoperability between them, gives 
rise to substantial software supply-chain concerns. If a cloud provider is attacked in a 
cyberattack, or if a cloud provider’s warehouse is affected by a severe weather event, 
or even if an employee makes a simple mistake, dozens of AI applications—and the 
operations, services, and websites that depend on them—could shut down for hours, 
days, or longer.21 Just as concerning is that faulty foundation models, if offered by only 
one firm, can lead to widespread error that could be catastrophic in emergency 
situations.  

Economic Inequality. Like concentrated power in other industries, an AI oligopoly is 
likely to further economic inequality. Concentration means that a small number of 
firms will capture the vast majority of the sector’s profits. And while it is too early to tell 
exactly how the introduction of AI at scale will change labor markets, it could very well 
create a “bifurcated job market that squeezes out the middle class.”22  

Democracy. An AI oligopoly can also contribute to democratic erosion. 
Concentration in AI may give a relatively small number of companies an outsized 
influence over the information ecosystem, complementing their outsized political 
influence through lobbying and other forms of political influence. Economic power also 
often translates into political power, as demonstrated by a voluminous literature in 
political science showing the extensive influence of the wealthy and interest groups on 
American politics.23 

 



 
 6 vu.edu/vpa 

Antimonopoly Public Utility Tools 

Aspects of the AI sector share features with public utilities: they are essential inputs 
into downstream activities, are means to an end rather than ends in themselves, and 
feature high capital costs, network effects, and economies of scale. Indeed, machine 
learning itself, as one of us has shown elsewhere, has the characteristics of a natural 
monopoly, even under narrow definitions.24  

Regulatory tools from the law of networks, platforms, and utilities (NPU) have long 
been applied to industries that feature monopoly or oligopoly characteristics.25 These 
tools can be helpful for scaling enterprises, ensuring continuity of service, preventing 
monopoly and oligopoly abuses, avoiding destructive competition, ensuring 
widespread access, promoting commercial development, and sustaining democracy.26 
We discuss here three of the most important tools from utilities law: structural 
separations, nondiscrimination requirements, and interoperability rules.  

These regulations operate primarily ex ante, that is, by structuring the market to 
prevent harms before they arise. They therefore differ from traditional antitrust 
enforcement, which requires that harms to take place and then for litigants to bring 
lawsuits on a case-by-case basis to challenge those harms. In structuring a more 
competitive and less abusive market, public utility tools ensure that an industry 
develops in a way that helps foster innovation and competition.   

1. Structural Separations. Structural separations “limit the lines of business in 
which a firm can engage.”27 The central benefit of structural separations is that 
they prevent a business from self-preferencing or leveraging their power from 
one business-line into another. In addition to preventing conflicts of interest and 
leveraging profits to gain competitive advantage in another line of business, 
structural separations also limit the concentration of economic power and 
promote a diverse business ecosystem of users of the platform.28 Perhaps most 
importantly, they can be more administrable than other policies, such as 
nondiscrimination rules (discussed in the next section). If a company is involved 
in the prohibited business line, it violates the rule. This is a far simpler approach 
than one that permits commingling and requires monitoring behavior.  

With respect to AI, there are number of places where structural separations 
could be useful.29 Perhaps most notably, structurally separating the cloud layer 
from higher layers in the stack could address a wide range of market dominance 
problems identified above. It would treat cloud computing platforms as utility 
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providers of a service (namely, computational capacity) that is open for all kinds 
of uses and ensure that those providers cannot prioritize their own downstream 
business lines over their competitors’. Separation would likely also spur cloud 
providers to innovate on their cloud offerings, rather than on innovating 
through vertical integration.30 This would, in turn, also facilitate innovation in 
downstream markets where cloud users could develop a range of products and 
services. 

2. Nondiscrimination, Open Access, and Rate Requirements — One alternative to 
structural separation requirements are nondiscrimination and equal access 
rules, sometimes coupled with rate regulation.31 Nondiscrimination rules allow a 
firm to operate two or more vertically-linked business lines, but require the firm 
to treat downstream businesses neutrally—including its own vertically-
integrated business lines.32 Equal pricing rules are an essential corollary to 
nondiscriminatory rules because firms could charge prohibitive prices as a 
workaround to evade their open access obligation.33 In some areas, regulators 
have also directly set the prices firms can charge. Rate setting “is usually 
directed toward preventing NPU enterprises from lowering output and raising 
prices,” while simultaneously ensuring firms earn a reasonable return on 
invested capital.34  

In the AI context, nondiscrimination and equal access rules could be adopted at 
multiple places in the stack. At the hardware level, given the scarcity of chips, 
fabricators and designers could be required to serve customers equally—at 
least until chip fabrication becomes more widely available. At the cloud level, 
cloud providers should be required to treat all downstream businesses in a 
nondiscriminatory fashion, be open to all comers, and offer transparent, 
uniform, publicly available prices. Open source and non-open source, but 
commercially available, data warehouses and lakes could also be subject to 
nondiscrimination and equal access rules. This would enable many model 
developers to use the data to develop and train new models. Foundation 
models and APIs could also be subject to such rules, so that app developers 
have reliable access to these resources. 

3. Interoperability Rules — Interoperability rules lower barriers to entry and thus 
stimulate competition by “allowing new competitors to share in existing 
investments” and  “imposing sharing requirements on market participants.”35 In 
the telecommunications context, for example, rules that required a telephone 
provider to transfer a user’s phone number to a competing provider (and thus 
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required that the providers work together on an interoperable number 
portability system) facilitate competition by reducing switching costs for users. 
Those rules targeted a notable lock-in effect: It is quite cumbersome to let all 
your contacts know you have a new phone number. 

Such requirements could be applied to parts of the AI stack, too. Policymakers 
might consider rules that improve interoperability among cloud platforms, 
easing transitions from one provider’s system to another. As different providers 
of cloud computing services specialize—moving away from offering a pure 
commodity “compute” resource to more bespoke computing resources and 
incorporating specialized applications (or utilizing specialized hardware)—some 
applications developers have found it difficult to take advantage of 
specializations across different providers. A developer might wish, for example, 
to train a model on one cloud provider—but use a different one for inferential 
applications. Interoperability could facilitate that, potentially yielding better 
outcomes for participants in the downstream model and application layers, and 
ultimately for consumers. 

Another type of interoperability rule is to mandate data sharing through 
federated learning. Federated learning is a technical “approach to machine 
learning where a shared global model is trained across many participating 
clients that keep their training data locally.”36 Rules that require a federated 
learning approach among competitors may be attractive to policymakers 
seeking to induce competition while ensuring that no one application, vertically 
integrated with the underlying model, uniquely benefits from improvements 
made through continuous or reinforcement learning.37 Instead, the model’s 
improvements are derived from all the applications that use it—and are shared 
among all of them, too. Such forms of AI development may help to undermine 
the consolidation-driving network effects of the data sublayer. 

4. Entry Restrictions and Licensing Requirements – Congress has often 
established entry restrictions and licensing requirements for firms or individuals 
operating in many sectors of the economy. Such rules limit entry into a sector to 
firms that have registered with an appropriate regulator or otherwise have 
approval from the government (often in the form of a license or certificate).38 
These provisions are usually justified on one (or more) of three different 
grounds. First, entry restrictions can ensure safety and reliability. By placing 
conditions on entry into a sector, regulators can ensure that firms will operate 
safely and effectively. Airline pilots (and airlines themselves), for example, must 
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be licensed. Likewise, nuclear power plants are licensed, in part, to ensure safe 
operation. Second, in some markets (particularly those typically characterized as 
natural monopolies or oligopolies) competition can lead to waste and ultimately 
deter capital investment.39 In the railroad industry, for example, firms competed 
vigorously to build railroad tracks at a high cost—but fierce competition over 
price sent them into bankruptcy or merger. The result was wasted expense, 
abandoned rail lines, and eventual consolidation. Entry restriction can prevent 
these downsides, creating a stable environment for capital investment. And, 
third, in sectors where universal service—i.e., ensuring that everyone can access 
the regulated service—is a critical policy goal, regulators will often limit entry to 
the market.40 This is because open competition often undermines universal 
service policy goals. Some services, like energy provision, have costs that vary 
across geographies: urban centers are typically cheaper to serve (and hence are 
more profitable), while rural areas can be more expensive. Without entry 
restrictions and related regulations, providers will tend to compete to serve the 
cheaper and more profitable customers (with those customers enjoying the 
benefits of competition), while neglecting the more expensive customer base. 
But entry restrictions coupled with duty-to-serve rules can ensure that everyone 
has access to the regulated service, often at regulated rates (typically regulated 
by, in part, averaging the high-cost customers with the low-cost ones).  

Such requirements might be applied to the AI technology stack at various layers. 
First, entry restrictions might be deployed to ensure that certain foundation 
models and their associated applications are effective, and do not pose 
substantial risks to health and safety, or of bias. Indeed, the FDA’s process for 
approving medical systems that incorporate AI resembles this approach. 
Similarly, licensing rules could oblige cloud providers to “know their customers,” 
as in banking law, and ensure that entities in the model layer have checks in 
place to ensure non-discriminatory access, fair pricing, and safety. Applications 
could also be required to register with the model or cloud they use, to make it 
easier to identify and address dangerous or problematic behavior on a post hoc 
basis. Likewise, entry restrictions might help to address concerns about costly 
and wasteful investment—and the tendencies towards consolidation—in the 
model layer, which are characterized by high fixed costs, scale economies, and 
network effects. 
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A Public Option for AI 

Public options are publicly-provided goods or services that coexist with private market 
options and are offered at a set price.41 While the term may be most familiar from 
debates over health care policy, public options are common in the United States. 
Public schools coexist with private schools. Public swimming pools with private ones. 
We have parcel post from the Postal Service, public golf courses, public libraries—the 
list goes on.  

Public options come with a range of benefits. First, they can help ensure competition, 
as the public option disciplines private monopolists or oligopolists that might increase 
prices or reduce service quality.42 Competition from private businesses, in return, 
ensures that the public option provides high quality service as well.43 Relatedly, a public 
option adds to the number of providers of a good or service thereby diversifying and 
strengthening supply chain resilience and reliability. Second, public options expand 
access to goods or services that might be unaffordable or scarce in the private market. 
A public grocery store in a rural food desert can expand access to food options in a 
place with few choices. A public swimming pool or playground offers a convenient 
place of kids to play without residents needing to buy an expensive pool or swing-set 
for their backyard.  

As we have seen, in the AI context both of these features are important. The AI 
technology stack is already dominated by a small number of big technology companies, 
meaning that competition is limited at multiple layers. Moreover, the high cost of and 
high demand for semiconductors and cloud infrastructure has led to scarcity at both of 
these layers—meaning that some kind of prioritization is likely. Firms might prioritize 
vertically integrated businesses and the most profitable activities, over competitors or 
uses that serve the public.  

1. A Public Option for Cloud Infrastructure. A public option for cloud infrastructure 
could serve as a helpful complement or alternative to tools from networks, 
platforms, and utilities (NPU) law—including structural separations or 
nondiscrimination requirements, and interoperability rules.44 Because of high 
capital costs, network effects, and concerns from vertical integration, a public 
option for cloud could provide the cloud services that developers and end-users 
need—but without relying on oligopoly providers AWS, Microsoft Azure, and 
Google Cloud Platform. The public option could also ensure that cloud 
infrastructure is available at an affordable price to researchers and other users 
who might have different goals than private firms. A public option is also not 
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unworkable: the United States has a long history of publicly-run 
supercomputers, and Japan is in the process of building a public option 
supercomputer, which will make cloud services available to companies focusing 
on AI.45 

While there are some existing proposals for public access to AI resources, it is 
unclear if these proposals are true public options or whether they will further 
entrench oligopoly firms at different layers in the AI stack. For example, the 
National Science Foundation’s proposal to offer a National AI Research Resource 
(NAIRR) seeks to “democratize access to AI resources” and therefore “must 
primarily be sustained through Federal investment.”46 However, the NSF’s 
proposal is unclear on whether NAIRR will be a public option or will simply 
contract with big technology companies for AI services. It suggests that NAIRR 
provide a mix of computational resources, including “commercial cloud” as an 
option.47 It also recommends that NAIRR “include at least one large-scale 
machine-learning supercomputer,” but then is unclear whether this would be a 
publicly-run resource.48 Recently-introduced legislation to create a NAIRR states 
that the entity would offer “a mix of computational resources,” including “on-
premises, cloud-based, hybrid, and emergent resources,” “public cloud 
providers providing access to popular computational and storage services,” 
open source software, and APIs.49 This structure appears to require some 
amount of non-oligopoly cloud provision, as the provision for an on-premises, 
cloud-based system is separate from the one that describes public cloud 
providers. But the draft legislation could be interpreted to lead only to contracts 
with existing cloud providers. Such a contract would further entrench their 
oligopoly, rather than increasing competition. It might also place public access at 
risk, if prices increase or if the cloud service deprioritizes public uses. The NAIRR, 
if created and funded, should ensure there is a true public option, rather than 
merely a government contract for researchers to purchase compute and other 
resources from the biggest cloud providers.  

2. Public Data Resources. Data is also foundational for AI applications, and it is a 
resource that depends on extraordinary scale. Without considerable data—
which must also be cleaned and processed—machine learning is not possible. If 
leading data sources are all proprietary, then the companies that control them 
could raise prices on downstream businesses or researchers who rely on that 
data for their models or applications or even deny them access, perhaps if they 
seek to develop a competitive product. 
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A public option for data could therefore “provide a pathway for start-ups and 
public-sector organizations to develop abilities and products.”50 A public data 
resource could work in a few different ways. First, the government could ensure 
that when it makes public data available (e.g. weather data) that the data is not 
privatized. Public data would thus remain in public hands—and the government 
would develop public data warehouses that researchers and qualified 
businesses could use. Second, the government could develop a data resource 
akin to those that private companies have developed and that would compete 
with it. This would likely be difficult and costly, but it would offer another avenue 
for competition and access. Notably, the proposed NAIRR legislation also 
includes provisions for data access,51 and the federal government already has 
several other initiatives under consideration that are aimed at releasing public 
datasets to support model development.52  

With public options at these layers, technologists would be able to develop their own 
foundation models or applications, without relying on the AI oligopoly for cloud 
services or the underlying data. This would both improve competition with those firms 
and ensure that public-spirited uses could be pursued. 

Industrial Policy, Procurement, and Competition  

Policymakers should also consider competition policy when engaging in industrial 
policy spending and in their procurement decisions. One of the central questions for 
industrial policy in the AI sector is whether investment decisions will entrench 
dominant players or facilitate competition. Subsidies, loan guarantees, tax advantages, 
and procurement decisions directed toward dominant players may keep them in 
positions of leadership. In areas that have a tendency toward consolidation—due to 
economies of scale, network effects, high capital costs, and other factors—such 
policies could further extend their lead. But industrial policies could also be targeted at 
new, smaller, and innovative actors, in which case they can facilitate competition, 
rather than entrench market power.53 

1. Industrial Policy and Semiconductors. In the hardware layer, scarcity and supply 
chain vulnerability are paramount concerns. To address these problems, the 
United States has already taken steps to incentivize the development of chip 
manufacturing within the United States. The bipartisan Chips and Science Act of 
202254 established a range of incentives to spur domestic production of cutting-
edge chips. The Act committed $52.7 billion to the Departments of Commerce 
and Defense and the National Science Foundation to support U.S. development 
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of semiconductor programs.55 The Commerce Department’s Chips for America 
program seeks to use federal funds to crowd-in private sector investment in 
order to develop at least two large scale clusters for fabrication of chips.56  

As the Commerce Department develops its program, it should carefully assess 
whether federal funding will entrench power or increase competition. 
Government officials coordinating industrial policy efforts should consider 
market diversification and competition as a critical element in evaluating 
candidates for federal grants.57 

2. Procurement decisions. Federal departments and agencies are also likely to 
make procurement decisions with private companies and consulting firms. 
These decisions could range from outsourcing development of AI applications to 
contracts with infrastructure providers. Here too, federal officials should 
consider the extent to which they can promote competition, rather than 
entrench dominance, when making these contracts. In particular, they may have 
flexibility to draft contracts in a way that allows them to build in pro-competition 
provisions. As just one example, departments and agencies could, where 
possible, require that public data is quarantined from privately held data, so that 
the dominant platforms do not leverage their public data resources to support 
their dominance in the private market. 

Conclusion 

An antimonopoly approach can help mitigate the harms of extreme concentration in 
the AI sector. By introducing public utility tools such as structural separations, 
nondiscrimination requirements, and interoperability rules; public options; and pro-
competition industrial and procurement policies, policymakers can shape how AI is 
developed, deployed, and used—and in the process, protect innovation, competition, 
national security, and the American people.  
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