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Abstract. The employment setting for autistic individuals in the USA
is grim. Based on reports, individuals with ASD struggle to secure and
retain employment due to challenges in communicating and collaborat-
ing with others in workplace settings which is often attributed to their
social skills deficit. Current programs that support collaborative skills
development in vocational settings rely on manual evaluation and feed-
back by human observers, which can be resource straining and receptive
to bias. Using a collaborative virtual environment (CVE) allows neurodi-
verse individuals to develop teamwork skills by working together with a
neurotypical partner in a shared virtual space. An effective CVE system
can provide real-time prompts by recognizing the user’s behavior to pro-
mote teamwork. As such, it is crucial to be able to automatically label
both users’ behaviors. In this paper, we propose using K-means cluster-
ing to automate behavior labeling in a workplace CVE. The results show
that K-means clustering enables high accuracy in predicting the user’s
behavior, therefore, confirming that it can be used in future studies to
support real-time prompts to encourage teamwork in a CVE.

Keywords: automated behavior labeling, collaborative virtual environ-
ment, clustering, autism spectrum disorder, teamwork training

1 Introduction

Teamwork, which includes skills such as conflict resolution, communication, col-
laboration, and positive interaction, is highly sought after by employers [49].

⋆ We are grateful for the support provided by NSF grants 1936970 and 2033413 as
well as NSF NRT grant DGE 19-22697 for this research. We would also like to thank
the Vanderbilt Treatment and Research Institute for Autism Spectrum Disorders
(TRIAD) team; Amy Weitlauf and Amy Swanson for their expert advice on inter-
ventions for autistic individuals and recruitments for the study. The authors are
solely responsible for the contents and opinions expressed in this manuscript.



2 A. Plunk et al.

Teamwork can fulfill the personal need for social interaction and affiliation lead-
ing to increased satisfaction in the workplace and increased productivity for the
company [36][54]. However, individuals with autism spectrum disorder3 (ASD)
experience core deficits in social interactions such as reduced eye contact, facial
expressions, and body gestures that can hinder their ability to work on a team
potentially contributing to unemployment [43] and anxiety. Compared to other
individuals with disabilities, adults with ASD have the highest unemployment
rate between 50 – 85% [27]. For those with employment, the majority are either
underemployed or unable to retain their position due to their perceived deficits
in social communication and interaction skills [54]. Studies have shown that un-
employment can lead to reduced self-esteem and heightened distress, depression,
and anxiety [34][19]. Therefore it is essential to address these deficits as they tend
to cast a shadow on the outstanding qualities such as precise technical abilities,
high tolerance for repetitive tasks, reliability, and increased concentration for
long periods of time that autistic individuals can bring to a team[43][51]. Stud-
ies also show that teamwork gives individuals with ASD the opportunity to build
upon their social communication skills [17], problem-solving skills [12], and self-
confidence [53]. Although existing training and interventions have shown some
improvements in teamwork skills in adolescents with ASD, simulating real-world
teamwork scenarios can be tedious, resource-straining, and costly, thus limit-
ing the accessibility and reach of the interventions[52]. Computer-based simu-
lators using digital games have been shown to positively impact the training
of these skills [32]. However, many digital games lack the structure to scaffold
skill learning, do not provide real-time feedback or prompts that could facil-
itate skill learning, and have no objective means of measuring players’ skills
improvements. Using a Collaborative Virtual Environment (CVE) to practice,
measure, and promote positive social communication skills could be advanta-
geous in preparing autistic individuals for employment while also addressing the
pitfalls of simulating real-world teamwork and digital games.

CVEs are virtual environments that allow multiple users to interact with each
other and the environment itself in a shared virtual space. CVEs engage the users
[16], provide a safe environment for training [40], and provide quantitative mea-
sures of the skills they are learning [58]. In addition, they are both reproducible
and cost-effective. The CVE discussed in this paper simulates a workplace en-
vironment for two users, one with ASD and one who is neurotypical, to work
together towards achieving a task that encourages teamwork and collaboration.
The CVE is tasked with observing multimodal data (i.e., speech, eye gaze, and
controller input), recognizing the behavior of each user, and prompting the sys-
tem to provide reinforcement or assistance depending on each user’s current
behavior. However, manually labeling the current behavior of each user is labor-
intensive, prone to bias, and inconsistent [24]. In addition, it does not allow for
real-time feedback, which is necessary for promoting teamwork in the CVE. To
support real-time feedback, an essential criterion involves reliable detection of

3 We are using both identity-first and people-first language to respect both views by
interchangeably using the term ‘autistic individuals and ‘individuals with ASD’. [31]
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human behavior in collaborative interactions, which can be achieved through
large amounts of labeled data. Therefore, automated labeling is needed for the
success of using a CVE for teamwork training. However, the complexity of hu-
man behavior and contextual properties make it difficult to recognize human
behavior even in constrained domains [47].

Previous solutions for automated labeling include various clustering meth-
ods, semi-supervised machine learning algorithms, and unsupervised machine
learning algorithms. In this paper, we propose the use of K-means clustering
due to its simplicity and efficiency [25] for automated behavior labeling in a
CVE-based simulator of workplace scenarios allowing for real-time prompts that
encourage collaboration and teamwork between neurodiverse and neurotypical
partners. The following section discusses related works that utilize multimodal
data in CVEs and different methods used for automated behavior labeling in
various applications. Section 3 briefly discusses the experimental design, includ-
ing the collaborative tasks we employ and the multimodal data captured in our
CVE used to represent teamwork. In Section 4, we describe the methodology
of applying and verifying K-means clustering to automate behavior detection
of human behavior followed by an analysis of the results in Section 5. Finally,
we conclude the paper with a discussion that summarizes our contributions and
provides insight for future works.

2 Related Work

Over the last decade, the use of human-computer interaction (HCI) technology
has shown promising benefits that can potentially complement conventional ASD
interventions by providing engaging interactions and replicable solutions that can
minimize costs and provide relatively broader access to users [44]. Additionally,
autistic individuals have a natural affinity for technology-based interactions and
prefer the consistency that computer-based interactions can offer [45]. Specif-
ically, there have been a number of research that employ VR-based systems
intervention tools that are focused on teaching both social skills and technical
skills, which include skills such as cooking [6], road safety [46], driving [13], joint
attention [60], and emotion recognition [11]. Nonetheless, VR-based systems are
limited to single user interaction and are unable to support more natural com-
plex back and forth human-human interactions. Additionally, individuals with
ASD might be more comfortable interacting with a virtual avatar compared to a
human partner, thus making it less efficient for generalization to the real-world
[56, ?,?]. Alternatively, CVEs enable users to communicate with each other nat-
urally while performing a task together in the shared virtual environment, in
turn minimizing the effect of attachment to virtual avatars. CVE-based systems
have been primarily studied to understand the impact of collaborative learn-
ing and various aspects of social behavior involved in collaboration for autistic
individuals [15][8].

Vocational and technical skills are important aspects of employment and
are the main criteria considered for employment [57]. However, interpersonal or
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professional skills such as teamwork are the core skills needed to secure and retain
employment [5]. Recently, the importance of teamwork is reflected in the hiring
process of companies like Microsoft and Specialsterne, which employ autistic
individuals. They utilize a group assessment process for autistic candidates in
place of the conventional interview process. A Lego Mindstorm group project
[2] and Minecraft collaborative tasks [1] were administered to them to assess
teamwork skills. Currently, most studies that investigate social skills evaluation
rely on qualitative measures of performance and self-reporting questionnaires,
which are subjective and prone to bias [9]. Teamwork is a complex social behavior
that is not easily assessed since it involves detecting and understanding dynamic
social manifestations between individuals. Moreover, some individuals with ASD
may present subtle or low manifestations of specific social behaviors due to a
deficit in their social reciprocity, making it difficult for their partners or observers
to recognize their social cues [14]. Thus, there are potential benefits of capturing
objective interaction data from multiple modalities to evaluate these complex
skills.

Recently, there has been a growing interest in multimodal data analysis
within HCI that uses measurable parameters to assess teamwork objectively and
represent the important features of teamwork [37][42]. Although many studies
capture multimodal data in collaborative interactions, there are currently no
standardized methods to measure teamwork and collaboration skills in group
interactions. A few studies have explored different ways to reliably represent in-
terpersonal behavior using multimodal data in group interactions [23][41][26]. In
one study, the researchers analyzed multimodal data such as physical locations,
speech, movements, and physiological measures to represent different aspects of
interpersonal behaviors [23]. Meanwhile, Okada et al. used verbal and non-verbal
measures to assess a group’s communication skills based on the different types of
discussions taking place [41]. In the study, the researchers extracted communica-
tion features based on data from speech and head movement information. They
compared the analysis against human-coded evaluations of communication skills
and found that certain quantitative measures can be analyzed to represent more
than one feature. For example, speech data can be used to represent both verbal
and non-verbal features in collaborative interactions, while dialogue content can
provide social communication features (e.g., intention) and task performance
features (e.g., topic/object). In a more recent study, Hayashi conducted a col-
laborative learning study to systematically evaluate students’ learning behavior
in a jigsaw-type collaborative task [26]. The researcher used facial expressions
together with speech to predict the emotional state of the students and how
these emotions influenced their collaborative learning process. The results of
these studies can benefit the development of a feedback mechanism in collabo-
rative interaction by generating a reliable evaluation of collaborative behavior.
However, they rely heavily on manually labeled data to generate reliable human
behavioral models.

Motivated by the limitations of manual data labeling [47], several recent
studies have investigated the use of clustering methods and machine learning al-
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gorithms to automate behavioral labeling [4][28][21][48][29][59][39][38]. Current
state-of-the-art automated labeling techniques are applied to a wide range of
applications such as visual detection [4], human-robot social interaction [28],
human actions in video [21], and social signal processing [48]. Hong et al. used
a multimodal wearable sensing platform to collect activity data [29]. They then
developed a semi-population model that automatically labeled new data based
on K-means clustering of selected features using previously collected data to
recognize seven different human activities. The semi-population model achieved
better accuracy compared to individual and group data. In another study, re-
searchers integrated a K-means clustering method with a decision tree to create
an initial transfer learning model [59]. The model was adaptively trained when-
ever new target data was available. This method managed to reduce complex-
ity and minimize computing power. Furthermore, recent studies have explored
the implementation of automated behavior labeling using multimodal data as
ground truth in a closed-loop feedback mechanism [39][38]. In one study, the
researchers designed an intelligent mediator that provides dynamic feedback to
balance the interactions between participants based on automated labeling of
participants’ speech [39]. Another study designed a virtual trainer that provided
corrective feedback to public speakers based on automated social behavior la-
beling of speech and body movement of the participant [38].

Motivated by the potential of using various clustering methods and machine
learning algorithms to automate human behavior labeling, we believe that the
use of K-means clustering can complement manual data labeling without com-
promising the accuracy of the labeled behavior to evaluate teamwork skills be-
tween two individuals interacting together. Additionally, automated labeling can
speed up ground truth labeling [55], thus enabling researchers to train a behav-
ior detection model that can be used to provide reliable feedback based on the
detected behavior. In the following sections, we will discuss using K-means clus-
tering to automate grouping mutlimodal data into three behaviors. This will be
validated using leave-one-out cross-validation with hand-labeled data. The anal-
ysis of our automated labeling will be used to develop a feedback mechanism in
our CVE that can enhance collaborative interactions, however, it is not within
the scope of the current paper.

3 Experimental Design

We conducted a system validation study with 4 pairs of Neurodiverse-Neurotypical
participants (N = 8). The study required the participants to work in pairs to
complete three collaborative tasks designed to encourage teamwork and collab-
oration skills. This study was approved by the Institutional Review Board at
Vanderbilt University.

3.1 Collaborative Tasks

The collaborative tasks used in this work were presented in our previous work
that discussed the design and development of three collaborative tasks to encour-
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age teamwork and collaboration in a workplace setting: a) a PC assembly task,
b) a fulfillment center task, and c) a furniture assembly task [7]. These tasks
were designed based on stakeholders’ inputs and involved one autistic and one
neurotypical participant as partners. Although the tasks spread across various
domains, the basic elements of teamwork and collaboration were maintained as
we incorporated the same collaboration principle across all tasks defined in Meier
et al. [20]. The researchers identified 9 features that are related to collaboration
which include mutual understanding, dialogue management, information pool-
ing, reaching consensus, task division, time management, reciprocal interaction,
technical coordination, and individual task orientation [20]. We designed these
tasks in a collaborative virtual environment (CVE) in Unity3D [3], which was
connected to various peripheral devices to allow participants to communicate
and interact in a shared virtual space with their partners. The system architec-
ture of the workplace CVE was discussed in detail in [7] and is thus omitted here.
Figure 1 shows the experiment setup and shows snapshots of all three tasks.

Fig. 1. System setup and snapshots of all three collaborative tasks

3.2 Participants

We recruited 8 individuals (ages: 16 – 30 years old; mean age: 20.125 years
old) to participate in the study. Participants with ASD were recruited from an
existing research inventory of individuals previously diagnosed with ASD by li-
censed clinical psychologists using standard diagnostic tools, such as the Autism
Diagnostic Observation Schedule-Second Edition (ADOS-2)[35]. As for the neu-
rotypical participants, they were recruited from the local community through
regional advertisement. We also evaluated the current level of ASD symptoms of
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all participants using the Social Responsiveness Scale, Second Edition (SRS-2)
[18]. Table 1 lists the participants’ characteristics.

Table 1. Participant Metrics

Metrics
ASD

Participants
(N=4)

Neurotypical
Participants

(N=4)

Age Mean (SD) 20 (3.82) 20.25 (5.06)

Gender (% male) 25% 25%

SRS-2 Total Score Mean (SD) 89.73 (23.43) 21.50 (11.90)

SRS-2 T-Score Mean (SD) 70.75 (11.09) 44.50 (3.42)

3.3 Protocol

The CVE system was set up such that each participant sat in a separate ex-
periment room. Since the rooms were inside the same building, all the network
connection was running using Vanderbilt University’s local connection without
any concern for privacy and security.

When participants arrived at the session, they were briefed and given con-
sent forms to sign. Once all the forms were signed, participants were directed
to the different rooms. Before starting the experiment, the eye tracker for each
participant was calibrated and they both logged on to the shared virtual envi-
ronment. The experiment lasted approximately 90 minutes, including briefing,
consent form signing, and system set up.

4 Methods

The system consists of three modes of data capture between two participants.
Figure 2 summarizes the workflow for multimodal data analysis that includes
data collection, pre-processing, K-means clustering, and validation of the partic-
ipant behavior. The following subsections will further explain the steps of this
process.

4.1 Multimodal Data Capture and Decomposition

We used three modes of data capture for each participant using a game con-
troller, a headset, and an eye tracker. We extracted seven binary features por-
traying aspects of collaboration and attention from these sources and performed
classification of human behavior.

As seen in the data decomposition section of the workflow, we decomposed
the game controller data into four binary features, the speech data into one
binary feature, and the eye gaze data into two binary features. The four features
extracted from the game controller were object manipulation, controller activity,
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Fig. 2. Workflow for automated labeling

movement towards the goal, and movement away from the goal. The object
manipulation feature captures the range of interest (ROI) of the participant. If
the controller is activated in an area of interest (i.e., on a table component in
the furniture task) this feature is recorded as ‘1’ otherwise it is recorded as ‘0’.
The controller activity feature is mapped to a ‘1’ if there is no controller input
and a ‘0’ if there is controller input. Next, the position of the controller on the
screen was extracted to determine in the participant was moving towards the
goal or away from the goal. If they were making progress towards achieving the
goal, ‘moving towards goal’ was set to ‘1’. Alternatively, if they were progressing
further from the goal or not progressing at all, ‘moving towards goal’ was set
to ‘0’. The inverse rules were used to extract the feature ‘moving away from
goal’. Next, speech data was collected from the headsets. If the participant was
speaking, the new binary speech feature was set to ‘1’, otherwise, it was set
to ‘0’. Finally, gaze data was decomposed into two binary features, which can
be visualized in Figure 3: ‘focused on object’ and ‘not focused on screen’. The
feature ‘focused on object’ is set to ‘1’ if the user’s scaled gaze fell within the
middle 16% of the screen, represented by the green rectangle, as this is the
portion of the screen where the collaborative tasks take place. Otherwise, it is
set to ‘0’. The final feature ‘not focused on screen’ is set to ‘1’ if the user’s
scaled gaze was negative or fell within the red section of the screen as shown in
Figure 3. After extracting the seven binary features, they were concatenated to
form a binary feature vector. All of the features were collected continuously in
time with a sampling rate of 1 sample per second.

Using the decomposed multimodal data consisting of the seven binary fea-
tures established above, K-means clustering was chosen as it is widely used in
a variety of domains to group data into clusters based on the similarity of fea-
tures[33]. Using K-means, we identified the centroids that were used to classify
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Fig. 3. Definition of focus area for eye gaze

each observation as one of three behaviors: engaged, struggling, or waiting. These
three behaviors were chosen as they encapsulate various stages of teamwork al-
lowing the system to provide appropriate feedback. Engaged captures how well
the user is involved in the task itself and interacting with their partner allowing
the system to provide positive reinforcement [22]. Next, the system needs to
identify when the user is either not interacting with the system, not advancing
towards the goal, or not engaged with their partner, which is captured by the
struggling behavior implying that the system should prompt the users to work
together[50]. The final aspect of teamwork and collaboration is taking turns. The
waiting behavior captures when a user is waiting for their partner to complete
their task[10][28]. The centroids used to classify these behaviors need to be vali-
dated as a consistent and accurate form of automated labeling. In the following
sub-section, we will discuss the method of finding centroids using leave-one-out
cross-validation (LOOCV) with hand-labeled data and K-means clustering. In
addition, it will be established how to use the centroids to determine the player’s
behavior.

4.2 Manual Labeling

As discussed earlier, manual labeling of data is labor-intensive, prone to bias,
and could be inconsistent. In addition, it does not allow for real-time feedback.
However, to verify the proposed method for automated labeling, it was necessary
to hand-label all four sessions of data. In future studies, hand-labeled data will
be reduced to only a small subset used for training. To ensure the consistency
of hand labeling, a set of coding rules was established beforehand. Bias was
mitigated by having two individuals label the four sessions of data separately
using the established rules achieving 98% agreement. Of the four labeled sessions
the class distributions of the three behaviors were as follows: engaged - 19.9%,
waiting - 52.1%, and struggling - 28.0%.

4.3 Determining Player States using K-means Centroids

Now that ground-truth labels were set, K-means clustering was applied to the
multimodal data. Three clusters were chosen to represent the three behavior:
engaged, struggling, or waiting.
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We used MATLAB[30] to calculate and analyze the data. The goal of K-
means clustering is for each observation to be assigned to the cluster that mini-
mizes the Euclidean distance between the observation and the cluster’s centroid.
Using an iterative process, the three centroids for each of the four sessions were
optimized to have the highest accuracy possible between both the K-means pre-
dicted and the ground-truth labels. Once the centroids were optimized, LOOCV
was used to verify that they could consistently and accurately be used to predict
each player’s behavior.

Fig. 4. One Iteration of LOOCV

A flowchart detailing one iteration of LOOCV is shown in Figure 4. Three of
the four hand-labeled sessions were used to generate centroids using K-means,
and the final session was used to validate the centroids. After finding the cen-
troids that yielded the highest accuracy using K-means, the centroids from the
three sessions were averaged together to create a centroid that is generalized
across the training sessions. The test session’s labels were computed by mini-
mizing the Euclidean distance between the multimodal data and the optimized
centroid. The pseudocode for this calculation is provided in Algorithm 1.

The predicted labels found were then compared with the ground-truth labels
for validation. This process was iterated until each session has been used as
the validation session with the other sessions used for training. In the next
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section, the results using this method, an individual model, and a group model
are discussed.

5 Results

This section describes the results obtained using our proposed method for auto-
mated behavior detection. First, we present the accuracy obtained using LOOCV.
This method, which is detailed in the above section, validates the generalizability
of centroids found using K-Means on unseen data. The following two subsections
will present the results of using an individual model and a group model. These
two models are exploratory and do not validate the use of clustering on unseen
data. The accuracy presented in the following subsections were calculated with
both the typically developing participant and the autistic participant. In addi-
tion, the accuracy for each group was calculated separately but showed negligible
differences, therefore they are omitted from this discussion.

5.1 LOOCV

To confirm the effectiveness of the proposed method, we analyzed the results
using LOOCV. As discussed in the previous section, for this method, the labels of
one session were determined using the centroids from the other three sessions. For
example, the centroids used to generate labels from Session 1 were the average
of the centroids from Sessions 2, 3, and 4. The accuracy for all three behaviors
as well as the total accuracy is recorded in Table 2

5.2 Individual Model

In the individual model, the centroids were optimized using K-means clustering
iteratively based on the individual session. For this model, we used 80% of the
data as a training set to optimize the centroids and the remaining 20% as the
test set. This model represents the best case scenario where each session has its
own specialized model. This would be ideal if the neurodiverse and neurotypical
pairs were to remain constant across multiple sessions. We recorded the average
test accuracy across all four sessions using their respective centroids in Table 2.

5.3 Group Model

Finally in the group model, the individualized session centroids that were opti-
mized in the previous subsection were averaged to form one generalized centroid.
Using the generalized centroid, we then found the labels that were used to calcu-
late the accuracy on the held out test set for each session. The average accuracy
across all four sessions is shown in Table 2.
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Table 2. Results across 3 models

State Accuracy

LOOCV Individual Group

Engaged 93.65% 97.70% 100%
Struggle 82.90% 91.23% 83.85%
Waiting 91.10% 90.45% 89.65%
Total 87.38% 91.30% 89.66%

6 Conclusion

Teamwork is a complex social behavior as it involves verbal communication,
non-verbal communication, and physical cooperation and coordination between
two or more people interacting simultaneously with each other. In this paper, we
discussed the use of K-means to complement manual labeling of human behavior
based on multimodal data captured in a CVE-based system between individuals
with ASD and their neurotypical partners. Although manual labeling can be a
reliable source, it can be time-consuming, resource-straining, and susceptible to
bias. As such, there is a need for an alternative method to automatically analyze
the interpersonal social behavior of the users in team-based tasks. We proposed
the use of K-means to complement hand labeling of multimodal data to reduce
cost (i.e., resources and time) and minimize bias. The labeled data can then be
used to develop and train a prediction model that can reliably predict individual
and interpersonal human behavior in real-time. Moving forward, we would like
to develop a closed-loop feedback mechanism that can facilitate collaborative
interactions between two users by providing a reliable evaluation of the user
behavior.

The objective of this study was to analyze collaborative multimodal data
using K-means to label users’ interpersonal behavior and validate the use of
clustering against hand-labeled data. In the previous sections, we presented the
procedures we have taken to achieve this and showed that K-means clustering can
be used to successfully cluster human behavior. The use of an individual model
to cluster user behaviors resulted in an accuracy of 91.30%. However, while this
model would be ideal if neurodiverse and neurotypical pairs remained constant
across sessions, it is typically not realistic due to the diversity of human behavior.
Therefore, we use it to establish a baseline for the other models. In future studies,
we plan to use the group model which finds the participant’s behavior using
the average of the centroids found using the hand-labeled sessions. This model
resulted in an accuracy of 89.66% which is very comparable to the individual
model. However, this does not verify that the centroids are generalizable to new
data. To combat this, we used LOOCV to show that the model did generalize
well on unseen data. Using this approach, we achieved an accuracy of 87.38%
which, as expected, is slighter lower than both the individual and group models.

While the results discussed above show promise, it is important to highlight
the limitations of the study and important targets for future research. First, the
sample size was relatively small. Recruiting more participants would allow us to
improve the robustness of K-means clustering. However, these preliminary results
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further support our motivation for the use of K-means to complement manual
data labeling. Next, from the analysis, we found that the centroids calculated
using K-means clustering were not consistent and can cause misclassification of
new data. As such it is important to be able to verify the centroids against a
small portion of labeled data before using the centroid to automatically label
new data. Although the use of K-means to automatically label human behavior
through clustering is not perfect, it serves as one way to further explore the
possibility of automating human behavior labeling and has extensive room for
further improvements. To our knowledge, this is the first study that systemat-
ically evaluates and validates interpersonal behavior using K-means clustering
with multimodal data of autistic individuals working together with neurotypical
partners. Based on the promising results, future work would include using the
labeled data to train machine learning models such as a Markov chain or neu-
ral networks to predict user behavior in real-time with a closed-loop feedback
mechanism that can enhance user experience and facilitate the development of
their teamwork skills.
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